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STUDY OVERVIEW 
The objective of the study for estimating bio- and geophysical parameters from SAR 
interferometry was to define new possibilities for retrieving bio- and geo-physical 
variables for land applications from interferometric SAR data and to develop and test 
prototype retrieval algorithms for these variables. The development of retrieval 
algorithms and application tests was carried out for geophysical variables of the 
following components of the global environmental system 

• atmosphere 

• snow and ice 

• vegetation 

Additionally the state of the art of InSAR methods for man-made targets was 
reviewed.  

The report is organized in four parts (A to D), dedicated to InSAR retrievals of 
atmospheric parameters (Part A), of snow and ice parameters (Part B), vegetation / 
bare soil parameters (Part C) and review on InSAR retrievals from made targets (Part 
D). In the following sections an overview of the performed work is given and 
conclusions are drawn. 

InSAR retrieval of atmospheric parameters 

In Part A of this study we focused on the estimation of atmospheric parameters. 
Atmospheric signal has been observed frequently in SAR interferograms, but is 
usually treated as a source of noise. However, it was recognized that of the many 
interferograms acquired during the ERS and Envisat missions, most of them do not 
have significant deformation , while topography is relatively well-known, making the 
atmospheric signal one of the most abundant data sources in the archives. The 
parameters of interest are all derived from their contributions to the refractive index, 
which is ionospheric electron density, pressure, temperature, relative water vapour 
pressure, and liquid water (clouds and precipitation). It was recognized that 
ionospheric electron density and pressure are long wavelength signals (relative to a 
100x100 km interferogram) and that they may result in trends in the interferograms 
that cannot be distinguished from orbit errors. Therefore, by eliminating trends, the 
influence of these parameters is eliminated as well, for C-band radar. Of the 
remaining parameters, water vapour is clearly the most dominant and the most 
interesting parameter for estimation due to its significance for pin-point weather 
forecasting and global climate change, while the influence of temperature and liquid 
water needs to be estimated as well. Nevertheless, in terms of parameter estimation 
the most important intermediate parameter is the estimation of the atmospheric phase 
screen per acquisition, and not per interferogram. We developed different retrieval 
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algorithms to resolve this acquisition ambiguity and showed that the estimation of 
derived parameters such as water vapour is relatively straightforward. 

The retrieval algorithms are based on time series processing of interferograms. Two 
main ideas are worked out in detail, the single-master stack and the cascade. The 
single-master stack has the most optimal APS ambiguity resolution properties, but is 
only very limitedly applicable due to the conditions on long-time coherence over large 
areas and baseline dispersion. A special case of the single-master stack is the 
permanent scatterer processing, which relaxes the conditions for spatially contiguous 
coherence preservation and baseline dispersion. Atmospheric contributions are 
estimated, but it was shown that the point noise on the PS observations significantly 
disturbs the APS estimation, to the effect that quantitative interpretation is not 
possible anymore. In fact, the prior information (on spatial smoothness) used to derive 
the part of the residual signal related to atmosphere via kriging algorithms is steering 
the solution. Therefore, the derived signal is forced considerably by those 
assumptions, making atmospheric phase screen estimation from a PS analysis rather 
unreliable. The second approach, cascade processing, is worked out in three 
alternative algorithms. The results of the single-master APS estimation are satisfying 
and interpretable, although the rank-deficiency in the problem causes ‘leaking’ of 
atmospheric signal between the estimations. Nevertheless, it is possible to estimate the 
APS and derive vertically integrated water vapour content from the delay signal.  

For future applications of the technique, significant improvements can be expected 
using satellite observations in the L-band range, with a higher repeat-interval. In this 
context, mission proposals such as TerraSAR-L, currently under investigation, are 
supported. 

InSAR retrieval of snow and ice parameters 

The state of the art of methods and applications of InSAR for snow and ice 
applications are briefly reviewed in Part B. This includes mapping and monitoring 
topography and motion of glaciers and ice sheets. Apart from these classical InSAR 
applications, three snow and ice variables, diagenetic snow / ice facies (related to 
penetration depth of radar waves), wet snow extent, and snow mass are identified for 
possible development of InSAR retrieval techniques. The status of knowledge on 
InSAR signals and possible methods for deriving these variables are discussed and the 
relevant factors for selecting a variable for algorithm development are identified. 
Assigning priority to need and innovation the snow water equivalent (the mass of 
snow on ground) was identified as the parameter with priority for algorithm 
development. 

In chapter B.3 the theoretical basis for the development of a retrieval algorithm for 
mapping the snow water equivalent of dry snow is elaborated. The interaction of radar 
waves with snow covered terrain is modelled for various snow conditions and radar 
frequencies, in order to quantify the main factors for backscattering in dependence of 
target properties and to carry out a sensitivity study. The target coherence is studied 
for various snow properties. A model was developed to investigate decorrelation 
phenomena due to snow fall including surface, volume, and temporal decorrelation. 
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The physical basis and a concept for the SWE retrieval procedure is described and the 
magnitude of the main errors, including orbit accuracy, atmospheric variation, phase 
noise, and topographic phase removal, is estimated. For large areas the orbit 
inaccuracy is the main error source, while typical variations of the winter atmosphere 
are of little relevance for SWE retrieval. A prototype of the SWE retrieval algorithm 
using InSAR data is presented and the processing steps are described. 

Test cases using different types of SAR data were analysed; ERS-1 SAR data of 
Phase-D with 3 day repeat cycle of an mountainous area in Eastern Austria, ERS 1/2 
SAR Tandem data of high alpine areas to investigate the influence of wind drift on 
coherence and SWE retrieval, and a data set of 3 airborne E-SAR L-band fully 
polarimetric images. The InSAR based SWE maps are compared and locally validated 
using records of precipitation, snow height and air temperature from meteorological 
and climate stations, but the validation is limited because ground based information is 
available only on a very sparse grid. The airborne ESAR data at L-Band indicate good 
capability for retrieval of snow induced phase shifts and estimation of SWE. To fully 
assess and validate the capability of InSAR for SWE retrieval, the spatial sampling of 
standard snow measurements is too low. Dedicated experiments are still needed for 
accurate assessment of the applicability and accuracy of this method. 

From the analysis of the test cases and modelling results the following conclusion can 
be drawn: 

• The interferometric phase shift of repeat pass SAR data provides a physically 
based measure for mapping the spatial distribution of SWE. 

• Temporal decorrelation due to differential phase delays at sub-pixel scale 
during snow fall and wind drift is the main limiting factor. In case of 
substantial snow fall, at C-Band coherence is often lost over large areas and 
little information can be retrieved, even over time spans of one or a few days 
only (ERS SAR Tandem data, ERS-1 Phase D 3-days repeat cycle). L-band is 
less sensitive to temporal decorrelation, but a large scale verification over 
rugged terrain is still missing. 

• L-band is preferable for interferometric SWE retrievals because of better 
coherence and larger measurement range (2π ambiguity) than shorter 
wavelengths.  

• Dedicated experiments with co-located spatially detailed field measurements 
are needed to further assess the capability of L-Band interferometry for SWE 
retrieval in mountainous terrain, because the standard snow measurement 
network is not sufficient for validation. 

InSAR retrieval of vegetation parameters 

The estimation of forest height from fully polarimetric single baseline interferometric 
data (Pol-InSAR) is one of the big challenges in quantitative parameter estimation 
from SAR data (Part C). However, technical and/or mission operation constraints may 
favour a dual-polarimetric sensor design/operation instead of a fully-polarimetric one. 
Responding to this, the question about the applicability of a dual-polarimetric 
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interferometric acquisition mode (Lite-PolInSAR) for the estimation forest height is 
faced in the frame of this study.  

In order to define the relevant framework, first a review of the development and 
current status of Pol-InSAR techniques, the inversion approaches, as well as their 
performance and validity/robustness has been performed. In agreement with ESA 
forest height has been selected as the parameter of interest and the appropriate test 
sites have been introduced. A validated - in terms of Pol-InSAR measurements- direct 
EM model for forest vegetation has been introduced and used first to validate the 
conventional two-layer (a random volume over a ground - RVoG) inversion model. 
Further, the direct model has been deployed to evaluate the behaviour of realistic 
forest conditions and - in combination with the inversion model - to analyse the 
obtained inversion performance.  

Based on the previous steps, an inversion scheme for a Lite-PolInSAR observation 
scenario (i.e. dual-pol single-pass single-baseline) has been developed and its 
performance has been first analysed and validated against simulated data obtained 
from the direct model. Different polarisation pairs have been compared in order to 
conclude about the optimum dual-pol configuration. Finally, the Lite-PolInSAR 
inversion has been applied on experimental data (SIR-C / Kudara, Russia / C- and L-
band and E-SAR / Fichtelgebirge, Germany / L-band) and the obtained results have 
been compared to the results and the inversion robustness obtained from the inversion 
of full Pol-InSAR data and against ground measurements.  

The main conclusions that can be drawn are: 

• The inversion of forest height from dual-polarimetric single-baseline InSAR 
data is in principle possible and has been demonstrated for different acquisition 
realisations. 

• The RVoG model is - at least for the investigated forest scenarios - a 
sufficiently good approximation for forest scattering inversion at L-band (and 
C-band) in the sense that it allows a sensible estimation of forest height. 

Orientation effects within the volume may lead - especially in a Lite-Pol inversion 
scenario to an underestimation of forest height. Comparing now the Lite-PolInSAR 
inversion performance to Quad-PolInSAR performance, the following points can be 
stated: 

• Lite-PolInSAR leads - in general - to a larger estimated forest height 
estimation; 

• The robustness lacks - at least in the presence of topographic variation.  

However, the limitations arising from temporal decorrelation effects are significantly 
more severe than the ones arising from a Dual-Pol operation. 
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Literature review on InSAR methods for manmade targets  

In Part D InSAR methods and parameter retrieval techniques in respect to man-made 
objects, which are found mainly in urban areas, are discussed. An overview on the 
Permanent Scatterer Technique is presented, including the derivation of linear and 
non-linear motion estimation and the estimation of atmospheric phase screen. Physical 
parameters and products, which can be derived with this technique, and their use for 
various applications are reviewed. 
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A.1 LITERATURE REVIEW 

A.1.1 History  
Imaging radar remote sensing is frequently promoted as an active, all-weather 
technique, in comparison to optical techniques which need solar illumination and 
cloud free conditions. At the advent of radar interferometry for topography or 
deformation mapping, this adagium was still frequently used, ignoring its general 
focus on intensity in stead of phase measurements. For phase measurements, 
atmospheric refractivity plays an important role in delaying the electromagnetic 
signals, resulting in a spatially varying phase shift, also referred to as an atmospheric 
phase screen. Thus, repeat-pass radar interferometry is not weather independent. Since 
the first repeat-pass interferometric results with SIR-B (Gabriel and Goldstein, 1988; 
Goldstein et al., 1988) and Seasat (Li and Goldstein, 1987; Gabriel et al., 1989; Li 
and Goldstein, 1990) first reports on atmospheric induced distortion in radar 
interferograms appeared in the mid-nineties (Goldstein, 1995; Massonnet and Feigl, 
1995; Tarayre and Massonnet, 1996; Hanssen and Feijt, 1996; Zebker et al., 1997). 
The approaches to deal with the distortion varied from: 

• attempts to detect and identify the atmospheric anomalies, (on relatively flat 
terrain or by using pair-wise logic, e.g. Tarayre and Massonnet (1994); 
Massonnet and Feigl (1995); Tarayre and Massonnet (1996); Tarayre 
(1996); Zebker et al. (1997); Beauducel et al. (2000))  

• evaluation of the degradation of DEM accuracy due to atmospheric errors, 
e.g. Dupont et al. (1997); Hanssen (1998); Hanssen and Feijt (1996); Mattar 
et al. (1999); Hanssen and Klees (1997, 1999)  

• attempts to eliminate, reduce, or suppress the atmospheric noise (by stacking 
multi-interferograms, by trying to use additional meteorological or GPS 
measurements, or by interpolation over small areas of deformation 
(Delacourt et al., 1998; Kenyi and Raggam, 1995; ISTAR, 1998; Ferretti et 
al., 2001; Hanssen et al., 1998; Hanssen, 1998; Beauducel et al., 2000; 
Shimada et al., 2001; Crosetto et al., 2002; van der Hoeven et al., 2002; 
Webley et al., 2002; Refice et al., 2002; Wadge et al., 2002))  

• attempts to describe the stochastic behaviour of the atmospheric signal 
(Goldstein, 1995; Williams et al., 1998; Hanssen, 1998, 2001; Di-Bisceglie 
et al., 2001)  

• attempts to analyse it from a meteorological point of view (Hanssen et al., 
1999, 2000, 2001)   

Nowadays, reasonable consensus has been reached on the idea that atmospheric signal 
in interferograms cannot be characterized as a single isolated anomaly. Power law 
behaviour recognized in interferograms shows that the atmosphere affects the total 
interferogram, with increasing magnitudes for increasing spatial intervals (Goldstein, 
1995; Ferretti et al., 1999a; Hanssen, 2001). Elimination of the atmospheric signal 
using additional meteorological instrumentation on an operational basis is nearly 
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impossible, due to the lack of spatial resolution or coverage, temporal coincidence, 
full vertical profile, and accuracy.  

A.1.2 Atmospheric structure and physics 
The main atmospheric layers related to radio wave propagation are the ionosphere and 
the neutral atmosphere. The ionosphere is often treated as a spherical shell between 60 
and 600 km height and can be characterized by the ability of external sources to 
"knockoff" electrons from atoms, hereby creating free electrons which are not bound 
to their remaining ions. These external sources are mainly the solar ultraviolet and 
Rontgen radiation and energetic electrons of solar and magnetospheric origin. The 
number of (free) electrons is represented by the electron density, in electrons per m3. 
Radio signals traversing through the ionosphere are dispersively delayed along their 
paths by interactions with the free electrons. A dispersive delay means that the signal 
delay is frequency dependent, which is the key for, e.g., GPS or radar altimetry (dual-
frequency) to estimate the ionospheric (or plasma) delay. Until now, spaceborne SAR 
sensors have operated either using only one frequency, or were orbiting at space 
shuttle altitudes (225 km), which is just in or below the main variations in ionisation 
(Afraimovich et al., 1992) The atmosphere below about eighty kilometres naturally 
divides into two layers, the troposphere and the middle atmosphere, where the latter 
consists of the stratosphere and the mesosphere (North-West Research Associates, 
2000). The troposphere is destabilized by radiative heating and by vertical wind shear 
near the surface. While radiative heating leads to convection, the vertical wind shear 
leads to baroclinic instability that manifests itself in synoptic-scale storms and 
frontogenesis. Unlike the troposphere, the overlying middle atmosphere is relatively 
weather-free. More precisely, the meteorological phenomena of the middle 
atmosphere do not resemble anything commonly experienced in the troposphere. The 
stratosphere is surprisingly dry, so cloud formation is almost nonexistent apart from 
noctilucent and polar stratospheric clouds (North-West Research Associates, 2000). 
Therefore, signal delay in the neutral part of the atmosphere is mainly originating 
from the troposphere.  

Mesoscale Shallow Convection represents a specific class of atmospheric systems that 
could benefit from interferometric radar observations. Mesoscale systems have 
horizontal length scales between ten and a few hundred km. Shallow systems occupy 
the lower 1 to 2 km. This layer is referred to as the planetary boundary layer; the 
lowest part of the atmosphere, where the earth's surface has a profound effect on the 
properties of the overlying air. In this framework, convection represents mass motions 
of air resulting in vertical transport and mixing of its properties, which is a principal 
means of transporting heat. Atkinson and Zhang (1996) state three reasons why MSC 
are important. First, the transport of moisture, heat, and momentum to the free 
atmosphere are crucial for general circulation. Second, the net radiation budget of the 
earth, important for understanding the earth's climate system, is significantly 
influenced by stratocumulus clouds. MSC is related to the occurrence and forming of 
such clouds. Finally, as long as the process of MSC is not fully understood, there is a 
gap in the understanding of the dynamics of the planetary boundary layer. Fine-scale, 
high accuracy atmospheric parameters obtained from SAR interferometry may 
contribute to and improved understanding of MSC. 
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The influence of the atmosphere on electromagnetic waves in the microwave band (1 
GHz - 30 GHz) can manifest itself in two forms (Hall et al., 1996), if we limit 
ourselves to Earth-space configurations. First, there are the clear air effects of 
atmospheric gases and their associated refractive index changes, like signal delay, ray 
bending, absorption, reflection, and tropospheric scattering. Secondly, there are the 
effects of liquid and solid particles (clouds, precipitation, aerosols), like attenuation, 
cross polarization, scattering, and signal delay. Here we will discuss how the delay 
effects affect the phase measurements in repeat-pass SAR interferometry.  

A.1.3 Driving mechanisms  
After extracting the phase contribution of a reference body, e.g. the ellipsoid, the 
relation between the interferometric (wrapped) phase observation w

kϕ of pixel k and 
the corresponding unknown parameters for repeat pass radar interferometry can be 
stated as (Hanssen, 2001): 

k
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k

t
kkk
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kw
k wSSDH

R
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E π
λ
π

λ
π

λ
π

θλ
πϕ 2444

sin
4}{ 21, −−+++−= ⊥  (A.1.1) 

where the unknown parameters are the topographic height kH  [m], the deformation 
vector in slant direction kD  [m], the slant-atmospheric delay during acquisition 1 1t

kS , 

the slant-atmospheric delay during acquisition 2 2t
kS , and the integer ambiguity 

number Ζ∈kw . kB ,⊥  is the perpendicular baseline for pixel  k,  kθ  is its look-angle, 
and kR  is its range.  

Assuming that  

• topography kH is known with sufficient accuracy and resolution, (depending 
on the baseline)  

• there is negligible deformation kD , and  

• data coherence is sufficient to enable unambiguous solution of the integer 
ambiguities wk, using spatial phase unwrapping,  

radar interferometry can be applied to study vertically integrated atmospheric 
refractivity variations. The parameters 1t

kS and 2t
kS in Equ. (A.1.1) reflect every type of 

slant atmospheric phase delay or advancement with respect to the propagation 
velocity in vacuum c (Feynman et al., 1963). This can be due to the velocity 
variations along the geometric path between antenna and scatterer or due to the 
induced bending of the ray path (Bean and Dutton, 1968). For every point in three 
dimensional space, and for every moment in time, the electromagnetic properties 
concerning radio wave propagation are governed by the dimensionless refractive 
index n(x,y,z,t) of the medium. The phase velocity is expressed by v = cn-1.  

Under normal atmospheric circumstances the refractive index varies only slightly 
from its value in a vacuum (n = 1), and therefore often the scaled-up refractivity N is 
used, with N = (n – 1)106. The slant-atmospheric delay for resolution cell k at 
acquisition time ti can be written as (Hanssen, 1998) 
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where θinc is the incidence angle or zenith angle, H is the height of the satellite above 
the position of the scatterer, and Rk is the true slant range. In this equation we have 
separated the influence of propagation velocity and the bending of the ray path. For 
the propagation velocity part, measured along the true slant path the incidence angle 
θinc is a constant. For the bending part, the incidence angle θinc(h) is a variable along 
the ray path. Bean and Dutton (1968) have shown that even for extreme refractivities, 
the ratio Sk,bending/Sk approaches zero for incidence angles less than 87˚. Therefore, for 
all SAR data available today the slant atmospheric delay can be considered a function 
of propagation velocity variations only, which reduces Equ. (A.1.2) to  

.
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10
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inc

6 dhNS
Ht

k
i ∫−=

θ
 (A.1.3) 

As a rule of thumb, we may use 

km],[per
cos

mm][in
incθ

NS it
k =  (A.1.4) 

which is an approximation for the one-way path delay in mm, per km of signal path. 
Although Equ. (A.1.3) combined with Equ. (A.1.1) describes the fundamental 
functional relation between the interferometric phase and the integrated refractivity, 
decomposition of N in a number of physical parameters can provide new insights in 
atmospheric behaviour. This is mainly due to the fine resolution of the data, the high 
delay accuracy, and the all-weather capabilities. Using only one interferogram, an 
ambiguity will be introduced by the coherent superposition of two atmospheric states 
( 1t

kS and 2t
kS ). This ambiguity restricts the quantitative interpretation of the 

atmospheric signal to situations where events are dominant during one of the two 
SAR acquisitions. Nevertheless, several studies (Hanssen and Feijt, 1996; Hanssen et 
al., 1998; Hanssen, 1998; Hanssen and Weckwerth, 1999; Hanssen et al., 1999, 2000; 
Hanssen, 2001; Hanssen et al., 2001) demonstrate the feasibility of meteorological 
interpretation. To circumvent the ambiguity problem, future applications of the 
technique can use "cascaded interferograms," in which every SAR image appears in 
two interferograms, or single master stacks (Ferretti et al., 2001) (Figure A.1).  

A.1.3.1 Decomposition of the refractivity 
For common radar frequencies, the refractivity N can be written as (Smith and 
Weintraub, 1953; Kursinski, 1997): 
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Figure A.1 A) Cascaded interferograms: every SAR image appears in two 
interferograms, except the first and last, and B) single master stack, where 
every interferogram refers to the same master image.  

where P is the total atmospheric pressure in hPa, T is the atmospheric temperature in 
Kelvin, e is the partial pressure of water vapour in hPa, ne is the electron number 
density per cubic meter, f is the radar frequency, W and is the liquid water content in 
g/m . The values k1 = 77.6, '

2k = 23.3 and k3 = 3.75×105 are taken from Smith and 
Weintraub (1953), but also results from Thayer (1974) are commonly used. The four 
refractivity terms are referred to as hydrostatic term, wet term, ionospheric term, and 
liquid term, respectively. Resch (1984) indicated that the first two parts are accurate to 
0.5 percent. Using this representation of the refractivity we decompose Equ. (A.1.3) 
into 

{ },
cos10
1

0 liq0 iono0 wet0 hyd
inc

6 dhNdhNdhNdhNS
HHHHt

k
i ∫∫∫∫ +++=

θ
 (A.1.6)  

where the four integrals are labelled the hydrostatic delay, the wet delay, the 
ionospheric delay, and the liquid delay, respectively.  

As the total signal delay can be up to several meters1 it is evident that the 
interferometric data--which were originally wrapped to half the radar wavelength 
interval (2.8 cm for ERS)--can never capture the full integrated values, unless some 
sort of independent absolute calibration is possible. As a result, we can regard every 
integral in Equ. (A.1.6) as the sum of two contributions. First, a fixed contribution 
(bias), which is constant for the whole scene. This value can be subtracted from the 
data. Second, a variable contribution dependent of the position in the image. In terms 
of the refractivity components, we can write 

,),,()(),,( hyxNhNhyxN c ∆+=  (A.1.7) 

where )( chN is the mean refractivity for all values at height hc within the 
interferogram area, see Figure A.2. The variable ∆N(x,y,h), with E{∆N(x,y,h)}=0, is 
the lateral variation of the refractivity. Consequently, with  iii t

k
tt

k SSS ∆+= we could 
write Equ. (A.1.6) as   
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Figure A.2 The refractivity distribution N(x,y,h) in a 3D Cartesian space above 
the interferogram can be described by Equ. (A.1.7). 

As a result of this (relative) representation, it is obvious that the influence of the four 
refractivity components depends on their lateral variability within the scene. Vertical 
variation of refractivity is of importance if (i) there is topography in the image and if 
(ii) the mean vertical refractivity profiles differ between the two acquisitions, see 
section A.3.7. In the next sections, we will try to isolate the separate terms of the 
delay.  

A.1.3.2 Isolating the wet delay  
If we consider the contribution of the hydrostatic term in Equ. (A.1.5) on the zenith 
delay, we may write for point k at time ti, using the ideal gas law P = ρRdT, 
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where a is the antenna position. Since the measured total surface pressure can be 
written as 

∫
∞

=
0

,)( dzzgP ms ρ  (A.1.10) 

where  gm is the local gravity at the centre of the atmospheric column (Saastamoinen, 
1972), which is approximated by 
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,][m/s)00028.02cos0026.01(784.9 2
0zgm −Φ−=  (A.1.11) 

dependent on the surface height z0 and latitude Ф, the hydrostatic delay is obtained 
from a simple barometric measurement Ps: 
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Using these parameters and the surface pressure Ps measured with an accuracy of 0.4 
hPa or better, this delay can be predicted with an accuracy of 1 mm or better (Bevis et 
al., 1996). For the test sites used in Hanssen (2001), sk PS 3t

chydrostati, 10275.2i −×= , hence 
in the order of 2.3 m. For comparison, the wet delay is less than 0.3 m (Elgered, 
1982).  

Standard observations of surface pressure within a typical interferogram area of 
100×100 km show (i) minimal spatial variation, usually less than 1 hPa, and (ii) a 
smooth behaviour. This is due to the large scales of high and low pressure zones. 
Therefore, the hydrostatic delay observed in interferograms is smooth as well and 
manifests itself usually as a phase trend of maximally a few millimetres over the 
entire interferogram. Such phase trends are likely to occur due to orbit errors as well 
and are often corrected for using tie-points. As a result, the hydrostatic delay has a 
very limited influence on interferograms, and can be safely ignored for spatial scales 
of ~50 km and smaller. If spatially distributed surface pressure measurements are 
available, these can be used to correct for the hydrostatic delay component.  

The wet part of the delay or refractivity, parameterised by temperature T and the 
partial pressure of water vapor e, is much more spatially variable then the hydrostatic 
delay, while the variations have a considerable effect on the observed phase delay.   

A.1.3.3 Contribution of temperature and water vapour pressure to wet 
delay  
The contribution of temperature and moisture (partial water vapour pressure) to the 
wet delay can be investigated by a sensitivity analysis. Within a range of -40˚C to 
40˚C for temperature and 0 hPa to 30 hPa for the partial pressure of water vapour, the 
partial derivatives of temperature and WV pressure to the wet refractivity can be 
computed: 

,2/ 3
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Note that a temperature increase yields a decrease in refractivity. Hence a localized 
area with a higher temperature will show up as a relative increase in propagation 
velocity, whereas a localized area with higher water vapour pressure will show up as a 
relative decrease in propagation velocity. Figure A.3 shows the ratio 

Te
wetwet

∂
∂

∂
∂= NNR . In 



PAGE A-8 SAR INTERFEROMETRY FOR  
BIO- AND GEO-PHYSICAL RETRIEVALS 

ESA CONTRACT NO
16366/02/NL/MM 

 

 

20 FEBRUARY 2004 ATMOSPHERIC PARAMETERS FINAL REPORT

 

other words, we compare (i) the sensitivity of Nwet for a 1 hPa change in the partial 
pressure of water vapour e with (ii) the sensitivity of Nwet for a 1˚C change in 
temperature T. If this ratio |R|>1 the refractivity is R times more sensitive for a 1 hPa 
change in e than for a 1˚C change in T. On the horizontal axis, the partial pressure of 
water vapour is plotted, on the vertical axis the temperature. By combining a specific 
e and T value it is possible to evaluate the sensitivity ratio. Relative humidity isolines 
are superposed to show the likelihood of a specific e-T combination. From Figure A.3, 
we may conclude that the sensitivity ratio R has a wide range of values. Although 
some very high ratio's are apparent for very dry air (less than 5 hPa water vapour 
pressure), we can safely state that 4 < |R| < 20. The ratio is lowest for high 
temperatures combined with high partial water vapour pressures. These conditions are 
likely in hot and humid regions, especially near the earth's surface. For cloud 
development, reaching higher altitudes, temperatures drop with 6.5 K/km, which 
increases the ratio.  

As a result, the wet part of the refractivity is in any scenario at least 4-20 times as 
sensitive to a 1 hPa change in the partial pressure of water vapour than to a 1˚C 
change in temperature. Moisture variations of 1 g kg-1 (1.2 hPa) are common even on 
a 1-km spatial scale (Weckwerth et al., 1997). At 0˚C, such a variation already 
produces 6 mm delay per vertical km. 
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Figure A.3 Sensitivity ratio 

Te
wetwet

∂
∂

∂
∂= NNR of the wet part of the refractivity Nwet, 

dependent of the water vapour pressure e and of the temperature T. Relative 
humidity isolines are superposed. 

A relationship which plays an important role in the definition of humidity is the 
equation of state for an ideal gas which has a meteorological form: 
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,TRP ddd ρ=  (A.1.14)  

where Rd is the specific gas constant, which is 287.053 J K-1 kg-1 for dry air, Pd is the 
pressure of the dry gas, ρd its density, and T the temperature in K. Equ. (A.1.14) is 
also known as the ideal gas law. It can be used to calculate the partial water vapour 
pressure e as a function of the absolute humidity or vapour density ρv and the absolute 
temperature T, since vapour behaves as an ideal gas in terrestrial conditions: 

,TRe vvρ=  (A.1.15) 

where Rv is the specific gas constant for water vapour, which is 461 J K-1 kg-1 . The 

ratio of the gas constants Rd/Rv  is therefore 0.622, often represented by ∈ . 
The absolute humidity ρv is an objective measure for the amount of water vapour (in 
grams of equivalent liquid water) per cubic meter air. There is an upper limit for the 
amount of water vapour that a parcel of air can absorb. An additional input of water 
vapour would lead to condensation into clouds (ice crystals or water droplets), fog, 
dew, etc. This maximal value, the saturation point or dew point, is dependent of the 
temperature. 

Table A.1 
The relation between the air temperature and amount of liquid water a cubic 

meter air can absorb. 

Air temperature [˚C] 0 10 20 30 
Absolute humidity [grams/m3] 4.8 9.4 17.3 30.4 

 

Warm air can absorb more water vapour than cold air: it has a higher saturation point, 
cf. Table A.1. The saturation partial water vapour pressure es at temperature T is 
described by the Clausius-Clapeyron equation (Stull, 1995): 
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TTR
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s  (A.1.16) 

 where e0 = 6.11 mbar, T0 =273 ˚K, and L is the latent heat. Over a flat water surface, 
L = 2.5·106 J kg-1, which is the latent heat of vaporization. In this case, cloud droplets 
are being formed. Over a flat ice surface, L = 2.83·106 J kg-1, which is the latent heat 
of deposition, when ice crystals are being formed. For a temperature of 20 ˚C, es = 
23.7 mbar, roughly 2.3 percent of the average total atmospheric pressure of 1013 
mbar. Note that es does not depend on the pressure. The relative humidity RH is the 
ratio of the amount of water vapour in the air compared to the saturation amount of 
water vapour at that temperature: RH = (e/es) · 100%. For all practical purposes the 
relative humidity in water clouds is 100 percent. The partial pressure of water vapour 
can be computed from the relative humidity RH and the temperature T, using Equ. 
(A.1.16):   

.)(
100

TeRHe s=   (A.1.17) 
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The humidity mixing ratio r is the ratio between the mass of water vapour and the 
mass 

of dry air:  

.
dd

v

P
e

m
mr ⋅∈==  (A.1.18) 

 The ratio between the mass of water vapour and the total pressure is called the 
specific humidity:   
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dvd
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+
⋅∈=

+
=   (A.1.19) 

As an example, for typical low tropospheric conditions, q = 10 g kg-1, and Pd + e = 
1000 mbar, so the partial pressure of water vapour e = 16 mbar. The precipitable 
water content is the total amount of water vapour in a vertical column of the 
atmosphere, if it would all condense.   

A.1.3.4 Influence of droplets  
The phase shift of spaceborne C-band radar pulses caused by liquid water (droplets) 
can cause limited additional signal delay in the interferometric observations. The 
interaction of radar waves with droplets is a forward scattering problem: the wave 
induces a dipole moment in the droplet, which will act as a secondary wave front. 
After passing the droplet, the principal (undisturbed) wave front will interfere with the 
secondary wave front and hereby cause a phase shift.  

Table A.2 
Liquid water content in clouds, after Hall et al. (1996) and Bean and Dutton 

(1968) 

Type of cloud Liquid water content
[g/m3] 

Slant delay 
[mm/km] 

Stratiform clouds 0.05-0.25 0.1-0.4 
Small cumulus clouds 0.5 0.7 
Cumulus congestus and cumulonimbus 0.5-2.0 0.7-3.1 
Ice clouds < 0.1 <0.1 

 

Hall et al. (1996) have listed the liquid water content, W, of clouds, see Table A.2. 
The liquid water content is the particle number density times the volume per particle 
times the density of liquid water. Its maximum is usually found at ~2 km above the 
cloud base, and can be related to the dielectric refractivity using the Clausius-Mossotti 
equation, (Solheim et al., 1997): 

,
2
1

2
3

0

0
cloud +

−=
ε
ε

ρw

WN  (A.1.20) 

where ε0 is the permittivity of water and ρw is the density of liquid water. This relation 
is independent of the shape of the cloud droplet (Born and Wolf, 1980). Although the 
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permittivity of water is a weak function of temperature, it is possible to approximate 
Equ. (A.1.20) to within 1% by (Solheim et al., 1997): 

.45.1cloud WN =  (A.1.21) 

Since the value of Ncloud reflects the difference with the vacuum refractive index, Equ 
(A.1.6) can be used to determine the additional delay it

kS cloud, caused by the liquid water 
in clouds: 

,
cos

45.1mm][in
inc

cloud, LWS it
k θ

=  (A.1.22) 

where L is the thickness of the cloud layer in km. Note that cloud-droplet refractivity 
is in fact dispersive. However, since the dispersive part of the refractivity is much 
smaller than the non-dispersive part it can be ignored for C-band frequencies. Table 
A.2 shows the zenith delay for four cloud groups. For repeat pass SAR interferometry, 
stratiform clouds and ice clouds do not cause large phase disturbances, due to their 
large horizontal extent and small additional delay. However, especially the cumulus 
type of clouds can result in a significant additional phase delay, as they have a 
relatively limited horizontal size combined with a large vertical height and liquid 
water content, see Figure A.4. 
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Figure A.4  Images of precipitation (Hanssen et al., 1999). (A) The SAR 
interferogram (29 and 30 Aug 1995, 21:41 UTC) shows slant delay variation, 
mapped to zenith integrated precipitable water differences. The average of 
the undisturbed area is set to zero, yielding relative precipitable water 
estimates. (B) shows the weather radar rain rate (29 Aug 1995, 21:45 UTC). 
The surface wind velocity is 4.1 m/s, from 350 degrees, indicated by the wind 
barb. Temperature (˚C), the percentage of relative humidity, and pressure 
(hPa) are plotted beside the station.  

A.1.3.5 Ionospheric influence  
The ionospheric influence for C-band SAR follows from Equ. (A.1.5) and Equ. 
(A.1.6): 
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Taking the derivative of this function and using TEC-units (1 TECU = 1016 
electrons/m2), we obtain for C-band SAR 

.015.0TECU/iono, −=∂∂ it
kS  (A.1.25) 

In other words, for a repeat-pass interferometric cycle of 28 mm, a change in 1 TECU 
over the scene yields a phase ramp of approximately half a cycle. Of course, we have 
to take into account that an interferogram is the difference of two SAR acquisitions 
during different days, but at the same local time. The status of the ionosphere at both 
instances needs to be accounted for. Therefore, an identical TEC ramp in both images, 
e.g., due to the diurnal variation, will cancel in the interferogram.  

Saito et al. (1998) used GEONET, the permanent GPS array of Japan with a mean 
distance between the receivers of 25 km, to map the two-dimensional TEC 
perturbations. TIDs, with a wavelength of 300-400 km, travelling with a speed of 
~150 m/s, were observed. The amount of TEC variation was maximally 0.8 TECU. 
This would result in 1.2 cm phase variation in a C-band SAR interferogram. However, 
for these wavelengths and 100×100 km interferograms, such variations would result 
only in a slight curvature of the interferometric phase. Gray et al. (2000) observed 
ionospheric wave effects by examining the azimuth offset vectors during the 
coregistration of two SAR images over the Antarctic (81.3˚S). This resulted in a 
wave-pattern with wavelengths of ~5 km which could be explained by a variation of 
0.12 TECU (less than 2 mm zenith delay difference) during one of the SAR 
acquisitions. The variable electron content caused an erroneous Doppler frequency, 
resulting in an offset of the coverage of resolution elements in azimuth. In the 
interferometric phase these effects were not visible, likely due to their limited 
magnitude and the phase contribution of topography, deformation, and tropospheric 
signal. Therefore, Hanssen (2001) adapted the hypothesis that ionospheric effects may 
result in long wavelength gradients/curves over a single SAR image, but will not 
noticeably affect phase variations at scales less than, say, 50 km.  

A.1.3.6 Turbulent mixing  
Three important observations characterize atmospheric signals in interferograms. 
First, the relative character of an interferogram does not enable absolute signal delay 
measurements. Hence, we can demean the interferogram, which implies that the 
expectation value of the atmospheric signal for an arbitrary pixel will be zero. As a 
consequence, there is no unique dependency on vertical variation in refractivity - 
different vertical refractivity distributions can result in the same total delay. Second, 
orbit errors can easily cause a nearly linear trend over the whole interferogram. Such 
trends are usually hard to distinguish from atmospheric signal delay trends, and are 
usually eliminated using some kind of residual flattening, for example using tie-
points. This strategy is equivalent to a highpass filter for the atmospheric signal. 
Finally, we know that the amount of atmospheric signal within an interferogram is 
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highly variable in time: some interferograms seem to have no atmospheric influence 
at all, whereas others are contaminated significantly. This is also dependent on the 
climatological characteristics of the location. Nevertheless, for acquisition time 
intervals of 1 day or more the two states of the atmosphere appear to be practically 
uncorrelated.  

Several studies have shown that the predominant part of the atmospheric signal in 
interferograms is caused by the water vapour distribution in the lower troposphere 
(Goldstein, 1995; Tarayre and Massonnet, 1996; Hanssen and Feijt, 1996; Tarayre, 
1996; Zebker et al., 1997; Hanssen, 1998; Hanssen et al., 1999, 2001, 2000). This is a 
consequence of the fact that for microwave frequencies, the permanent molecular 
dipole moment of H2O dominates the variability of the refractive index. Moreover, the 
water vapour distribution can be considered to be an approximate passive "tracer" of 
the mechanical turbulence (Ishimaru, 1978). Therefore, the observed statistics of the 
atmospheric signal will be correlated with those of wind vortices, see, e.g., Hanssen et 
al. (2000).  
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Figure A.5 The one-dimensional power spectra of eight atmospheric 
situations. (A) Absolute values. The diagonal lines indicate 5/3 and 8/3 
power-law behaviour. The bold line is the average of all eight situations. (B) 
The same spectra multiplied with a factor to obtain the same power at 1 
cycle/km. 

 

Hanssen (2001) analysed 8 tandem interferograms with varying atmospheric signal, 
reaching from calm weather to strong storms. 50×50 km windows in the data are used 
to calculate a set of power spectra, written as 

,)/()( 00
β

ϕ
−= ffPfP   (A.1.26) 

where f is some (spatial or temporal) frequency, P0 and f0 are normalizing constants, 
and -β is the spectral index (often 1 < β <3). First the mean value of the window is 
subtracted, and both in azimuth and in range direction a linear trend is removed from 
the data. For these interferograms, the one-dimensional power spectra are shown in 
Figure A.5a, assuming isotropy. The diagonal lines in Figure A.5a indicate the slope 
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of 3/5−  and 3/8−  power-law functions. The data show that all atmospheric 
situations exhibit similar power-law behaviour, with slopes varying between 

3/5− and 3/8−  for the different scaling regimes. There is a range in the absolute 
power, indicated by the vertical position of the spectra in the graph, of almost two 
orders of magnitude, indicating more or less severe weather conditions. The bold line 
is the average of all eight situations. In Figure A.5b, all power spectra have been 
multiplied by a factor, yielding the averaged power for 1 cycle/km. Comparison of the 
shape of the power spectra shows that the data are not entirely scale-invariant, and 
three dominant regimes can be recognized, of which two are atmospheric while the 
third one probably reflects noise.  

Regime I, with exponent 3/5=β  and fractal dimension 7.22 ≈D , covers scales 
larger than the thickness of the turbulent layer. For these scales, between ~2 km and 
the size of the interferogram (~100-200 km), the approximation of two-dimensional 
turbulence can be applied. Over these scales the characteristics of the total 
atmospheric column dominate. For example, convective processes result in significant 
differences in the overall refractivity between updrafts (warm and moist) and 
downdrafts (cold and relatively dry). Although there is evidently atmospheric signal at 
scales larger than the interferogram size, we can safely ignore this since it is outside 
the measurement capabilities of the system. Stationarity of the physical process is 
always ensured due to the limitation of the earth's circumference, which enforces the 
flattening of the power spectrum for large scales. Based on VLBI observations it is 
proposed that the slope of the power spectrum is zero for scales larger than 3000 km 
(Treuhaft and Lanyi, 1987).  

Table.A.3 
Three regimes of atmospheric delay as observed by radar interferometry 

*, fractal dimension, †, Power-law exponent. 

Regime Scale (km) D2
 * β† 

I > 2 2.67 (16/6) 5/3 
II 0.50-2.0 2.16 (13/6) 8/3 
III 0.01-0.5 3.16 (19/6) 2/3 

Regime II covers scales smaller than the thickness of the turbulent layer (the depth of 
the convective boundary layer, say 2 km), down to the resolution level. The integrated 
refractivity has a much smoother behaviour over these scales, indicated by the steeper 
power exponent 3/8=β  and the lower fractal dimension 2.22 ≈D . The 
correspondence in the power slopes is clearly visible in Figure A.5b, where all curves 
overlap within this regime. The behaviour in this regime has been observed in several 
studies on SAR interferometry, see Goldstein (1995); Hanssen et al. (1998); Hanssen 
(1998); Ferretti et al. (1999a). Nevertheless, in contrast to some studies, the 
combination with regime I indicates that the signal cannot be considered scale-
invariant for all spatial scales. In fact, assuming a 3/8−  power-law for scales larger 
than 5-10 km will increasingly underestimate the roughness and hence the variability 
of the atmospheric signal. 
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Table A.4 
P0, rms, and main cloud type for eight interferograms (Cb, Cumulonimbus;  Ci, 
Cirrus;  St, Stratus;  Sc, Stratocumulus;  Cu, Cumulus.  *P0 is the power initialization 

parameter at 1 cycle/km    † The rms is computed over an area of ~50×50 km) 

Interferogram A B C D E F G H 
Code  Gd1 Gd2 Gd3 Gd4 Gd5 Gd6 Gd7 Gdex
Month/Year 7/95 8/95 12/95 3/96 4/96 5/96 8/96 2/96 
P0* (mm2) 11.2 4.7 0.6 0.5 0.8 2.5 4.7 0.3 
rms† (mm) 15.2 6.7 7.1 2.7 6.2 8.0 8.0 8.5 
Cloud Cb Ci St/Sc St/Sc Ci Cu Cu St 

Regime III is unlikely to have an atmospheric origin, since there is no physical 
explanation for increased delay variation at such small scales. Instead, it is likely 
caused by high wavenumber noise in the data. This can be a result of decorrelation 
effects or, e.g., by interpolation errors when subtracting the reference DEM. In these 
examples, regime III noise starts to influence the data for wavelengths less than ~500 
m. Although the driving mechanisms differ from regime I and II, it can be 
advantageous to describe the statistical behaviour of regime III the same way, since 
the transitions between the regimes are gradual and the stochastic model can be 
constructed uniformly. The power exponent in regime III approaches 3/2=β  and the 
lower fractal dimension 2.32 ≈D  indicating the very rough behaviour at these scales.  

Summarizing, the important observation from the power spectra is their similar shape, 
even though the atmospheric circumstances were extremely variable, ranging from 
calm, cold weather to severe storms with strong convection and humidity gradients. 
These weather situations covered two orders of magnitude in the power spectrum. 
Therefore, a reasonable approximation of the power spectra seems to be based on the 
three regimes, using only the P0 value (for 1 cycle/km wavenumbers) for initialisation, 
see Table.A.3. The P0-values for the eight interferograms are listed in Table A.4.  

A.1.3.7 Vertical stratification  
Atmospheric stratification only considers variation of the refractivity along the 
vertical. Assuming an infinite number of thin atmospheric layers, each with constant 
refractivity, there will be no horizontal delay differences over flat terrain, even for 
different refractivity profiles during both SAR acquisitions. This is due to the fact that 
SAR interferograms are not sensitive to image-wide phase biases. However, for hilly 
or mountainous terrain a difference in the vertical refractivity profile during both 
acquisitions will affect the phase difference between two arbitrary resolution cells 
with different topographic height, and may cause an erroneous interpretation. This 
effect has been recognized during deformation studies of mount Etna by, e.g., Tarayre 
and Massonnet (1996); Massonnet and Feigl (1998); Delacourt et al. (1998); Ferretti 
et al. (1999a), and Beauducel et al. (2000).  

Hanssen (2001) used 1460 radiosondes, acquired 4 times daily from 1 Jan. 1998 to 31 
Dec. 1998, located in a moderate sea-climate at latitude 52.10˚ and longitude 5.18˚, 
and analysed the statistics of the delay variation for every possible height interval. 
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This resulted in an empirical model for the standard deviation of the interferometric 
phase due to differential tropospheric stratification: 

,0,1821,
2

sin10)08.07.33(
cos
4 3

inc
s

s

hht
h

ht ≤≤≤∆≤∆+= − π
θλ

πσϕ

 (A.1.27) 

where ∆t is the time interval in days, h represents height in meters, and hs = 5000 m is 
a scale height. Above this height the variability of the refractivity is considered 
negligible. The estimated standard deviation has a precision better than 2-3 mm. For 
the accuracy of a height difference one can simply use   

.)()()( 12 hhh ϕϕϕ σσσ −=∆  (A.1.28) 

Assuming a Gaussian distribution, these results imply that approximately 33% of the 
interferometric combinations exhibit effects more severe than expressed in Equ. 
(A.1.27). For example, for a time interval of 175 days and a height interval of 2 km, 
33% of the interferograms will have more than one phase cycle error due to vertical 
tropospheric stratification assuming ERS conditions. For a 100 m perpendicular 
baseline, this translates to a height error of 100 m or worse. For a 1-day interval and 2 
km height interval it yields a height error of 76 m or worse.  

The analysed dataset is restricted to one location on earth, which limits conclusions on 
global scales. However, since not the total refractivity but the variability of 
refractivity influences the signal in radar interferograms, it is expected that the results 
obtained here give a correct order of magnitude of the error.  

Correction of the error due to vertical stratification is only possible using vertical 
profile measurements. Surface observations combined with a tropospheric model are 
in general unreliable, whereas integrated refractivity observations such as obtained 
using GPS are inadequate for correction. 

A.1.4 Reported results 

A.1.4.1 Identification 
 Identification of atmospheric signal in interferograms has been reported by many 
authors, e.g. Massonnet and Feigl (1995); Mattar et al. (1999); Rosen et al. (1996); 
Zebker et al. (1997); Tarayre-Oriot and Massonnet (1996); Tarayre and Massonnet 
(1994). Usually, this is a result of a priori knowledge of the topography or of the 
characteristics of the deformation signal. A general `bumpy' phase behaviour is often 
attributed to atmospheric variability.  

A.1.4.2 Meteorological interpretation  
Meteorological interpretation of the atmospheric signal is discussed by Hanssen 
(1998); Hanssen et al. (1999, 2000, 2001). Using additional meteorological 
observations (synoptic, weather radar, radiosondes, satellite imagery, and human 
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observation) it was possible to attribute specific phenomena in the differential 
interferograms to clouds, rain cells, laminar and turbulent flow, gravity waves, and 
fronts. The quantitative high accuracy delay observations could be attributed to 
mainly water vapour variability. For areas which contain both land and water areas, 
radar backscatter intensity over the water areas can be used to correlate wind 
observations with simultaneously observed water vapour distribution Hanssen et al. 
(2000).  

A.1.4.3 Statistical analysis  
Observations by Dupont et al. (1997) show phase variations with a low spatial 
frequency and an amplitude between 0.3 and 0.5 phase cycles in about 44 processed 
interferograms. In some interferograms, they observed localized phase variations with 
an amplitude of 1-3 phase cycles. Goldstein (1995) reports RMS phase variations of 
0.1 phase cycles over the whole image, probably caused by turbulent mixing of water 
vapour and air, and maximum (peak-to-peak) variation of 1 phase cycle. Up to three 
phase cycles localized phase shift is observed by Tarayre and Massonnet (1996) 
corresponding with cumulus clouds, while Hanssen and Usai (1997) report wave 
effects with a wavelength of 1.5-2 km and an amplitude of 0.25 cycles, and localized 
phase shifts of up to 5 phase cycles. Zebker et al. (1997) analysed L-band and C-band 
data from SIR-C, and found RMS values between 0.04 and 0.16 phase cycles for L-
band, which would convert to 0.17 and 0.68 phase cycles RMS for C-band.  

Hanssen (1998) analysed 52 SAR images, corresponding with 26 analysed 
interferograms. The database of SAR images covers nearly every month of the year, 
see the histogram in Figure A.6a, except January. Therefore, all seasons have been 
sampled. Unfortunately, the limited duration of the ERS tandem mission does not 
permit a longer series of interferograms over one particular area. A consequence of 
the orbit configuration is that the diurnal cycle of the weather is only sampled at one 
nearly discrete time instant for every image. Therefore, the imaging times are always 
approximately 21:40 UTC for the ascending interferograms, and about 10:30 UTC for 
the descending interferograms. Variations between daytime and night time 
acquisitions could therefore not be studied.  

A review of the observed rms phase values is shown in Table A.5. The rms values 
vary between 0.6 rad for interferogram gd4, and 3.6 rad for interferogram fa2. Note 
that the interpretation of the rms values is dependent on the area used for its 
calculation. For each of the 5 interferogram locations studied, the decorrelated areas 
(mainly water) varied in spatial coverage, and the combination of two interferograms 
in the Flevoland ascending series enabled a much larger surface for evaluation.  

Figure A.6b shows the percentages of occurrence for the rms values, in eight 
categories. Root mean square values around 1.5 rad occur the most frequently in this 
series. Ordering the observed rms values based on the month of acquisition produces 
the histogram in Figure A.7. The months May and July have in this database phase 
variations with an rms which is double of the values observed in all other 
interferograms. Naturally, this is a consequence of only one or two interferograms, 
and it can therefore not be used for the derivation of general rules. However, it can be 
expected that `summer'-thunderstorms, which occur often in this region, will produce 
strong phase artifacts in corresponding interferograms.  
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A classification of the observed effects can be based on the magnitude and the type 
and scale of the disturbance. Based on the magnitude, four classes are defined based 
on the observed rms values. The rms values are regarded to be representative for a 
Gaussian distribution, and can be used to find the 95% range of the distribution. The 
classes, labelled A, B, C, and D, are listed in Table A.6, together with the percentage 
of the analysed interferograms which fall in this range. Table A.5 indicates for each 
interferogram to what category it belongs. 
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Figure A.6 A) Histogram showing the number of analysed SAR images, 
ordered by the month of acquisition. B) Histogram showing the rms values of 
the interferograms in the database and the frequencies of occurrence 
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Figure A.7 Histogram showing the mean rms values, ordered by the month of 
acquisition 
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Table A.5 
Statistics and observations in the interferograms. The rms values are listed, 

as well as the magnitude class, see Table A.6. Only cumulus or 
cumulonimbus clouds are indicated in the cloud category. Waves are 
observed mostly at small parts of the image. Striation indicates clear 

anisotropic behaviour of the observed patterns. Localized anomalies are 
defined as artefacts with a spatial extent of 20 km or less, and a phase 

disturbance of 2 rad or more. The keyword column describes special features 
of the interferogram. 

ID rms 
(rad) 

class cloud waves striation localized 
anomalies 

keyword 

gd1 3.4 D Cb  yes yes cells 
gd2 1.5 B   yes yes pearls 
gd3 1.6 C     dog ear 
gd4 0.6 A  yes yes  x-waves 
gd5 1.4 B  yes yes yes  
gd6 1.8 C Cu  yes yes cells 
gd7 1.8 C Cu  yes yes cells 
gdex2 1.9 C  yes  yes corner 
cd1 1.0 B Cb  yes yes cells 
fd1 1.7 C Cu  yes yes bean,cells 
fd2 1.3 B Cu yes  yes cells 
fd3 1.3 B    yes gradient 
fd4 1.8 C Cb   yes cells 
fd5 0.7 A    yes  
fd6 0.5 A  yes yes   
fd7 1.7 B Cu yes yes yes cells 
fa1 2.0 C Cu   yes cells,intrusion 
fa2 3.6 D Cb   yes sickle,line,cells 
fa3 2.5 C  yes  yes ramp 
fa4 1.3 B    yes intrusion 
fa5 1.2 B  yes  yes cells 

 
 

Table A.6 
Classification of the magnitude of atmospheric disturbance 

Class rms (rad) 95% range (rad) Percentage 
A < π/4 [0, π] 14% 
B [π/4,π/2] [π,2π] 38% 
C [π/2,π] [2π,4π] 38% 
D π < [4π,∞] 10% 
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Based on the type of disturbance, localized anomalies are defined as those 
disturbances which occur on a spatial scale of less than 20 km, and have a magnitude 
of more than 2 radians. Within this definition, 17 of the 21 (combined) interferograms 
displayed this type of artefacts. These interferograms are listed in Table A.5. 
Furthermore, in the table it is shown if wave effects are observed. Waves have been 
observed perpendicular as well as parallel to the wind direction at some heights. 
These effects are mostly localized, and relatively small. Wave effects are observed in 
8 of the 21 interferograms. Another effect is striation--where almost the whole 
interferogram is covered by a pattern with a clear orientation. Sometimes these effects 
could be defined as moisture transport in a more or less laminar flow. The possibility 
to find an orientation in the effects occurred in 10 of the 21 interferograms. Finally, 
one or two keywords have been chosen, which reflect the peculiarities of a specific 
interferogram. Cells occur most often, and indicate localized phase artefacts, which 
are quite discernible from the background. Pearls is a keyword for the `string of 
pearls' effect, where a pattern is formed by many small circular anomalies, often 
aligned in a certain direction. The dog ear is specific for gd3, and shows a peculiar 
anomaly in the corner of the interferogram. The effect labelled x-waves shows wave-
like effects in more than on direction. All other keywords refer to the shape of the 
observed anomalies.  

An interesting relation is found by listing all the observations of cumulus or 
cumulonimbus clouds in Table A.5. It appears that in all cases in which these cloud 
types were observed, cells were observed in the interferogram. From this observation, 
it may be concluded that this type of cloud cover indicates strong local variations in 
relative humidity, which has a considerable influence on the SAR interferograms. 

Atmospheric influences are observed in each of the 26 interferograms. The observed 
spatial scales reach from hundreds of meters to 100-200 km. For scales reaching the 
full image size it is difficult to discern them from errors in the satellite orbits. The 
magnitude of the effects is expressed in an rms value or in the extreme values 
observed in the interferogram. Observed rms values, obtained over a significant part 
of the image, reach from 0.5-3.6 radians. Assuming a Gaussian distribution, this 
implies that 95% of the observed phase values varies over a minimal range of 0.3 
phase cycles up to a maximal range of 2.3 phase cycles. Extreme ranges of 4 phase 
cycles are found during thunderstorms at the two SAR acquisitions.  

Observed atmospheric signatures are isolated anomalies with a spatial extent of 20 
km or less, and a phase disturbance of 2 radians or more (in 18 of the 21 
interferograms), striation, a pattern of linear features over a significant portion of the 
interferogram, (in 10 of the 21 interferograms), wave effects, identified as gravity 
waves or cloud/moisture streets with an amplitude mostly less than 1 phase cycle (in 8 
of the 21 interferograms), Frontal zones, from smooth gradients to a very distinct 
`wave crest' with a wavelength of just some 5 kilometres (in 5 of the 21 
interferograms) and overall atmospheric variation which is observed in most of the 
interferograms. This is phase variation of a limited magnitude, and with varying 
wavelengths, perhaps best described as a `bumpy' surface. This effect might be 
closely connected with turbulent behaviour of air and its constituents.  
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A.1.4.4 Atmospheric Phase Screen retrieval 
Ferretti et al. (1996, 1998, 1999b, 1997, 2000, 2001); Refice et al. (2002) have shown 
that it is possible to retrieve the spatial atmospheric delay signal, referred to as the 
Atmospheric Phase Screen (APS) as a by-product of the permanent scatterers 
approach. In this approach a large set (more than, say, 30 images) is coregistered very 
accurately to a common master image. A priori known topography is subtracted from 
these data. By selecting single stable coherent points from the time series, often with 
characteristics similar to a corner-reflector, it is possible to estimate residual 
topography and linear deformation per interferogram with a submeter and millimetre 
accuracy, respectively. The residual signal after this estimation consists of 
atmospheric variability, non-linear motion and random noise. First, per point, a low 
frequency signal is estimated in time which is attributed to non-linear motion, since 
the atmospheric signal is assumed to be uncorrelated in time. Second, the residual 
(high-pass filtered) signal per interferogram is interpolated using a smoothing filter, 
ideally with characteristics similar to the expected atmospheric variability, but also a 
moving average window with a 2×2 km window can be efficiently used. The 
interpolation result is assumed to be the interferogram APS, and the residues are 
considered to be point noise per pixel per interferogram.  

By averaging all interferogram APS estimations an estimation of the acquisition APS 
of the master can be obtained. The accuracy of this estimation can be expressed by the 
structure function of the expected atmospheric signal variability per image divided by 
the number of images. This master APS is then subtracted from the interferogram 
APS estimations to obtain the acquisition APS of every slave image, with the same 
expected accuracy.  

This methodology has been applied for sets of permanent scatterers in a number of 
test sites. Since most of the currently reported areas where rather small, on the order 
of 10×10 km, a meteorological interpretation of the signal is very difficult. Small and 
mesoscale atmospheric structures such as cumulonimbus clouds and fronts can be 
easily detected in data which are at least 50×50 km, since most of the additional 
meteorological sensors lack the resolution or the temporal coincidence. 

A.1.5 Feasibility and challenges 
Satellite radar interferometry can be applied to study vertically integrated atmospheric 
refractivity variations with a spatial resolution of 20 m and an accuracy of ~2 mm, 
irrespective of cloud cover or solar illumination, over most land areas. Therefore, 
Interferometric Radar Meteorology (IRM) is a new technique for meteorological 
applications and atmospheric studies. The data are derived from the difference 
between the radar signal delay variations within the imaged area during two 
acquisitions with a temporal separation of one or more days. Hence, they reflect the 
superposition of the refractivity distribution during these two acquisitions. On short 
spatial scales integrated refractivity variations appear to be dominantly caused by 
spatial heterogeneities in the water vapour distribution, only slightly modulated by 
influences of liquid water and temperature. Hydrostatic delay gradients can be 
commonly ignored, as well as ionospheric influences for C-band radar.  

The configuration of contemporary SAR satellites is currently far from optimal for 
operational meteorology. This is mainly due to the generally infrequent repeat-
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acquisition interval. A related problem is the superposition of two atmospheric 
states: the acquisition ambiguity. It has been shown, however, that the 
interferometric combination of a series of SAR acquisitions can be used to identify the 
atmospheric influence per single acquisition (Ferretti et al., 2000). Power 
consumption, high data rates, and significant signal processing effort form another 
challenge for real-time operational applications.  

Nonetheless, IRM can be readily used for studying atmospheric dynamics such as 
mesoscale shallow convection (MSC), and provides unsurpassed insights, particularly 
in mapping the small-scale water vapour distribution. The main advantage of the 
technique is the combination of its imaging possibilities with quantitative delay 
estimates. ESA's tandem mission (August 1995-April 1996) acquired more than 
110.000 tandem interferograms covering nearly the total global land surface 
(Duchossois et al., 1996). Since surface deformation is practically excluded in these 
data, and topography can be considered known for many areas (especially after the 
data release from the SRTM mission, almost all of these interferograms can be used 
for atmospheric studies.  

There are a number of limitations for the application of IRM. First, the technique is 
only applicable over land or ice areas. Second, whereas the time interval between the 
acquisitions should be as short as possible to reduce possible temporal decorrelation 
and optimise coherence, it has to be long enough to allow for the necessary 
atmospheric decorrelation. In other words, there needs to be some change in the 
atmospheric refractivity distribution. The latter condition can be somewhat relaxed if 
acquisitions are available very frequently. Third, topography needs to be known as a 
DEM with a vertical accuracy of ~10 m and a spatial resolution as fine as the SAR 
resolution. Using the results of the SRTM mission, this is currently feasible for 
latitudes between 58˚S and 60˚N. If the area is characterized by large elevation 
differences, atmospheric signal due to vertical stratification needs to be accounted for. 
Fourth, satellite orbits need to be of sufficient quality to remove residual phase 
gradients as good as possible, and to prevent DEM scaling errors. Very reliable orbit 
control allows for the retrieval of hydrostatic gradients. An ideal future system would 
benefit from a wide swath, e.g. by applying a ScanSAR mode, and could operate with 
a reduced spatial resolution. Such a system would have unique complementary 
characteristics with conventional meteorological techniques. Specific challenges are 
to improve the separation of temperature and water vapour pressure, the effect of 
droplets, and the effect of the ionosphere, to resolve the acquisition ambiguity, and to 
obtain more information of the three-dimensional distribution of refractivity.  
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A.2 IDENTIFICATION OF VARIABLES AND TECHNIQUES 

A.2.1 Introduction 
In the previous section it has been argued that Interferometric Radar Meteorology can 
be used to study vertically integrated atmospheric refractivity variations with a spatial 
resolution of 20 m and an accuracy of ~2 mm, irrespective of cloud cover or solar 
illumination. This potential enables new insights in atmospheric dynamics, such as 
mesoscale shallow convection and boundary layer structure. 

In this section an overview is given of the possible atmospheric variables that 
influence interferometric phase observations, the potential for their estimation, their 
potential relevance, and possible retrieval techniques. It describes the scientific 
challenges and opportunities and suggests a number of case studies to demonstrate the 
proposed techniques.  

A.2.2 Overview of atmospheric variables 

Variability in the atmospheric interferometric phase due to atmospheric delay, IFG
ijtδ , is 

due to the temporally and spatially heterogeneous distribution of refractivity, which 
can be written as a double-difference (in time and space) of the integrated refractivity  

( , , )IFG
ijt N x z t dz

t x
δ ∂ ∂=

∂ ∂ ∫ , (A.2.1) 

where N is the refractivity as a function of altitude z, planar coordinates x, and time t 
(see also previous section). The spatial delay signal at time it  is essentially a relative 
measurement with respect to an arbitrarily chosen reference point. There is a strong 

spatial correlation in ( , , )N x z t dz
x

∂
∂ ∫ . The differentiation with respect to time 

expresses the differencing of the two SAR acquisitions. For time intervals of 1t∂ >  
day (currently the shortest observed interval using the ERS-1/2 tandem mission) we 
assume no correlation between the signals. The refractivity can be decomposed into 
different constituents: 

([ , , ]) ( [.], [.], [.], [.], [.])eN x z t f P T e W n ε= +  (A.2.2) 

or in signal, trend, and noise components as 

det min

([ , , ]) ( [.], [.]) ( [.]) ( [.], [.])e

er istic

N x z t f T e S P W nε= + +  (A.2.3) 

These equations show that refractivity is decomposed of pressure, P, temperature, T, 
partial water vapour pressure, e, liquid water content, W, and ionospheric density, en . 
If these constituents would be independent, the integrated refractivity would be a sum 
of integrations over all constituents. Due to the correlation between the variables, this 
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is not possible. However, we can make a distinction between some of the parameters. 
A commonly used decomposition is in the hydrostatic (dry) delay and the wet delay.  

A.2.2.1 Hydrostatic delay 
By using readily available pressure measurements over the area of interest, we can 
estimate the contribution of the hydrostatic delay. It needs to be noted that the 
absolute hydrostatic delay is in the null space of the double difference observations, 
only lateral variability which is different in both images will be observed. Since 
pressure is a smoothly variable parameter which is well known from synoptic 
observations, it is of relatively poor importance to be estimated using interferometry. 
Therefore, in first instance it can be regarded deterministic and corrected for in the 
processing. 

In the literature study (Chapter A.1) it was assumed that liquid water content 
(hydrometeors) composes a relatively small contribution to the delay variability.  In 
the following we will analyse this in more detail, and, in chapter A.4 we will show 
case studies on the influence of liquid water on the total delay.  

A.2.2.2 Ionospheric gradients 
Ionospheric gradients are negligible for C-band radar except perhaps for polar areas. 
Reported influences have very long wavelengths and do not affect small scale 
variability in the delay (see Hanssen, 2001, pp.209-215, for a detailed discussion on 
ionospheric signal). 

A.2.2.3 Temperature and water vapour 
This leaves temperature and partial water vapour pressure as possible quantities of 
interest. Due to their correlation in the wet delay, their influence can only be jointly 
estimated. However, the signal delay is much more sensitive to water vapour 
variability than to temperature changes. See the literature review for a detailed 
discussion. 

From a meteorological point of view, water vapour is the least understood parameter 
in atmospheric dynamics. Spatial resolutions are relatively poor (1 km and up) 
whereas radiometer measurements only observe the upper layers of the troposphere. 
Fine resolution observations obtained by InSAR, with high accuracies and of the 
entire atmospheric column are therefore valuable contributions to improved 
atmospheric understanding. 

A.2.2.4 Influence of hydrometeors 
The propagation delays induced by hydrometeors such as raindrops, snow, hail and 
cloud droplets have a small but detectable effect on the InSAR observations. It was 
shown that there is an increase in the zenith delay, as measured by SAR, associated 
with rain showers (Hanssen, 2001). Even though the most of the delay in this case is 
probably caused by the evaporation it is still important to estimate the contribution of 
the scattering on hydrometeors to the total signal delay. 
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Forward scattering from distributed hydrometeors causes a phase delay of a 
propagating wave. If weather radar data are available at the areas and times of the 
analysed SAR acquisitions, we will follow the following approach to quantify this 
effect. 

In case of propagation through a medium filled with uniformly distributed scatterers, 
one can calculate the propagation phase as (Oguchi, 1983): 

3
,10 2 Re( ( )) ( )hv h vf D N D dD

k
πϕ −= ∫   (A.2.4) 

where hvϕ  is the propagation phase in rad/km, 2k π
λ

= , λ  is the wavelength and N(D) 

is the number concentration per cubic meter and D is the equivolumic drop diameter.  

The number concentration can be estimated from the rain measurements provided by 
weather radars. It is usually assumed to have an exponential form: 

0( ) DN D N e−Λ=   (A.2.5) 

where N0=8000 mm-1m-3 where the slope Λ  (Marshall and Palmer, 1948) is related to 
rainfall rate given in mm h-1 as: 

0.21

4.1
R

Λ =   (A.2.6) 

Finally we should calculate the scattering properties for different raindrop sizes and to 
determine the forward scattering amplitude fh,v(D) in millimetres. 
For this study we use weather radar measurements, see section A.4.6, to retrieve rain 
rates. By knowing the rain rates we can estimate the contribution of hydrometeors to 
the delay measurements. This can be used to calculate the error budget of our water 
vapour measurements as well as to reduce this effect on the measurements. 

A.2.3 Retrieval Techniques 
Potential retrieval techniques for estimating atmospheric variables can be categorized 
in three categories: 

• atmospheric interferograms, 
• single master stacking, and 
• cascaded interferograms. 

For the second option, single master stacking there are two sub options: contiguous 
area interferometry and permanent scatterers interferometry. In this section, the basic 
ideas, limitations, and possibilities of each option is discussed. 
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A.2.3.1 Atmospheric interferograms 
The first option, atmospheric interferograms, refers to the conventional interferometry 
approach. A differential interferogram is created, where either an a priori DEM is 
subtracted or an interferometric DEM is calculated and subtracted in the three-pass 
mode. Under the assumption of zero deformation, this product will reflect double-
difference atmospheric delay variability, which can be interpreted from a 
meteorological point of view. Using an a-priori DEM, its accuracy should be taken 
into account when assessing the quality of the atmospheric interferogram. Depending 
on the perpendicular baseline the influence of DEM errors can propagate into the 
interpretation accuracy. Using the three-pass method is not preferred, since it 
introduces a third and independent atmospheric signal that will be scaled (up or down) 
to match the height ambiguity of the atmospheric pair and hereby contaminate this 
atmospheric interferogram. If three-pass differential interferometry is the only means 
of extracting topography, the consequences should be well analysed. 

 

 
Figure A.8: A: cascaded interferograms. B: single master stack 

The advantage of an atmospheric interferogram is that it can be composed of 
acquisitions with a short temporal baseline, and preferably a short perpendicular 
baseline. An ideal atmospheric interferogram would have zero-baseline and a 
temporal interval that is just enough to ensure complete decorrelation between the two 
atmospheric states, usually between 4 and 12 hours time difference. The interval for 
complete atmospheric decorrelation depends strongly on the meteorological 
conditions during the acquisitions, making general statements on the decorrelation 
time difficult. 

Interpretation of atmospheric interferograms is easy when prominent  atmospheric 
features, anomalies, are apparent in one of the two images. As long as the same type 
of anomaly is not present in both images (in this case the two would cancel each other 
in the interferogram), interpretation is possible, be it qualitatively.  

The main limitation of atmospheric interferograms is its inherent ambiguity caused by 
the differencing of two acquisitions, referred to as the acquisition ambiguity. 
Although the sign of an anomaly, positive or negative, can often be used to attribute it 
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to one of the two images, using some a priori physical knowledge about the 
phenomenon, this is more difficult whenever the signal amplitude decreases or when 
strong anomalies are present during both image acquisitions. This is currently the 
most stringent limitation of differential atmospheric interferograms. 

The second and third category of retrieval techniques are both based on the use of 
several acquisitions of a certain scene to suppress the effect of the acquisition 
ambiguity.  Their difference lies in the method to do this.  

A.2.3.2 Single master stack 
The single master stack approach computes interferometric differences of all 
acquisitions with one single ‘master’ image. For N+1 SAR acquisitions (0 to N), this 
results in N interferograms ( 1I  to NI ) which are correlated since they all contain the 
same atmosphere of the master image. If 1t  represents the atmospheric component of 
the phase value of a pixel in the master image, and 1S  is the atmospheric signal for 
that pixel, we obtain 

0 1 1 0 1

0 2 2 0 2

0 0N N N

t t I S S
t t I S S

t t I S S

− −⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥− −⎢ ⎥ ⎢ ⎥ ⎢ ⎥= =
⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥− −⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦

 (A.2.7) 

Note that 1t  does not necessarily to be the first image in time. Selection criteria for 
choosing 1t  are based on its position in the baseline plot, preferably centered both in 
terms of perpendicular and temporal baselines, to ensure minimal decorrelation. 
Depending on the situation other considerations, such as Doppler centroid and 
stability and precise orbit availability might be important. 

In matrix notation this is 

1 0

2 1

1 1
1

1 1N N

I S
I S

I S

−⎡ ⎤ ⎡ ⎤⎡ ⎤
⎢ ⎥ ⎢ ⎥⎢ ⎥
⎢ ⎥ ⎢ ⎥⎢ ⎥=
⎢ ⎥ ⎢ ⎥⎢ ⎥
⎢ ⎥ ⎢ ⎥⎢ ⎥−⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦ ⎣ ⎦

 (A.2.8) 

where we assume in first instance that 

0

1

0
0

{ } ,

0N

S
S

E

S

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥=
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎣ ⎦⎣ ⎦

 and 

0

1 2

1 0 0
0 1

{ }
0

0 0 1N

S
S

D

S

σ

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥=
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥

⎣ ⎦⎣ ⎦

. (A.2.9) 
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In other words, the relative atmospheric delay with respect to a reference pixel can be 
positive or negative, with expectation 0, while its dispersion is uncorrelated and equal 
for every acquisition. 

As a result, the expectation value and dispersion of the interferograms is 

1 0
{ } ,

0N

I
E

I

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥=⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

 and 
1

2

2 1 1
1 2 1

{ }

1 1 2N

I
D

I
σ

⎡ ⎤
⎡ ⎤ ⎢ ⎥
⎢ ⎥ ⎢ ⎥=⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦

⎣ ⎦

. (A.2.10) 

There is a strong correlation between the interferograms due to the common master 
image. 

The obtained stack of interferograms is aligned to the master image and can be 
summed to 

[ ]

[ ]

[ ]
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1

0

1

1

0

0

1 1 1 1

1 1
11 1 1
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A I
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I
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S
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S
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S
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S e

=

⎡ ⎤
⎢ ⎥= = ⎢ ⎥
⎢ ⎥⎣ ⎦

− ⎡ ⎤⎡ ⎤
⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥=
⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥− ⎢ ⎥⎣ ⎦ ⎣ ⎦

⎡ ⎤
⎢ ⎥= + − − ⎢ ⎥
⎢ ⎥⎣ ⎦

= +

∑

 (A.2.11) 

where we assume that the sum of all slave atmospheres (with expectation value 0) can 
be regarded as noise e with E{e}=0. Therefore, the summed stack will represent the 
atmosphere during the master acquisition only, and the best unbiased estimate will be 

0{ } ,E A S= and  0Ŝ A=  (A..2.12) 

with variance 

0

2
2
ˆ0

ˆ{ } SD S
N

σσ= = . (A.2.13) 

After this estimation, the atmospheric signals of the slave acquisitions can be 
estimated from 

0
ˆ ˆ

i iS S I= − . (A.2.14) 
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Since the atmospheric variance 2σ  is an absolute point measure, a more meaningful 
measure is the variance as a function of distance, 2 ( )σ ρ . Hanssen (2001) reports 

1 (10 ) 18 ,

1 (10 ) 12 ,
i

i

I

S

km mm

km mm

σ
σ

< <

< <
 (A.2.15) 

Thus, by averaging over N=16 images, we expect to estimate 0Ŝ with a standard 
deviation of 0.25 (10 ) 4 ,

iS km mmσ< < . 

The limitations of this approach are related to the coherence over the long time 
intervals and the necessity of many, say, more than 20 images to obtain a reasonable 
estimate in the averaging procedure. Furthermore, to avoid geometric (baseline) 
decorrelation, only a subset of the available acquisitions can be used. Topography and 
possible deformation signals have to be assumed known. 

A.2.3.3 Permanent scatterer stack 
The limitation of the spatially contiguous coherent areas can be circumvented using 
the permanent scatterers approach (Ferretti et al., 1999, 2000, 2001), (Hanssen and 
Ferretti, 2002a, 2002b). In this approach, physical scatterers are identified that have 
systematic phase behaviour in time.  Under the assumption of uncorrelated 
atmospheres in time, residual elevation (topography) of the scatterers as well as 
systematic deformation behaviour may be estimated, leaving the atmospheric 
contribution as residuals on the measured signal. Again, sufficient acquisitions need to 
be available (>30), although the limitations in the admissible baseline lengths is not 
present anymore, due to the point scattering characteristics op the permanent 
scatterers. Spatial interpolation of the residual signal per interferogram results in an 
atmospheric signal estimation, also referred to as an atmospheric phase screen. 
Averaging the stack results in the master atmospheric signal as described above. 

Advantages of the PS method for atmospheric signal retrieval are the relaxed 
conditions regarding temporal and spatial decorrelation, which make the technique 
feasible for a whole new set of geographic areas, previously regarded unsuitable for 
repeat-pass interferometry. Disadvantages include the number of images necessary for 
the first order retrieval, considerable processing times, the spatial interpolation of the 
atmospheric signal (although this might not be necessary while searching for 
atmosphere in stead of deformation). In general, over urban areas the PS density is 
usually sufficiently high (>25 points/km2, or 1 point per 200x200 m block) to capture 
the atmospheric variability. A denser network does not add significantly new signal to 
the atmospheric phase screen (due to its power law behaviour the energy is decreasing  
fast over short distances), although it can improve the reliability of the estimation. 

A.2.3.4 Cascade interferograms 
The third retrieval algorithm is referred to as cascade interferograms. Its use is based 
on the observations that (i) short time interval interferograms usually have high 
coherence, (ii) some interferograms show a relatively minimal amount of atmospheric 
phase variation (due to temperature conditions: cold air can hold less water vapour, or 
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more stable atmospheric conditions), (iii) if the atmospheric signal in one 
interferogram is known or minimal, the atmospheres in all linear combinations with 
images from this interferogram can be estimated uniquely. Therefore, the challenge is 
to find an interferogram with minimal atmospheric distortion and consecutively 
estimate all atmospheres in the cascade from this set. 

The model for cascade interferogram atmospheric estimation is defined as 

1 0

2 1

1 1
1 1

1 1N N

I S
I S

I S

−⎡ ⎤ ⎡ ⎤⎡ ⎤
⎢ ⎥ ⎢ ⎥⎢ ⎥−⎢ ⎥ ⎢ ⎥⎢ ⎥=
⎢ ⎥ ⎢ ⎥⎢ ⎥
⎢ ⎥ ⎢ ⎥⎢ ⎥−⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦ ⎣ ⎦

 (A.2.16) 

Suppose that the first interferogram exhibits minimal atmospheric distortion, that is,  

1 0 1 0I S S= − ≈  (A.2.17) 

We can write 

21

2 3

ˆ1 1
ˆ1 1 1

1 1 1 1 ˆN N

SI
I S

I S

⎡ ⎤⎡ ⎤⎡ ⎤
⎢ ⎥⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥⎢ ⎥ = ⎢ ⎥⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦

. (A.2.18) 

This can be used to obtain estimates for the atmospheric signal per acquisition. Note 
that it is not necessarily the first interferogram that needs to be the reference. 

It is obvious that this approach is more opportunistic than the more rigorous single 
master approach. Nevertheless, it has the advantage that (i) the interferograms are 
generally more coherent due to the smallest time intervals, therefore, provide higher 
accuracy atmospheric parameters, (ii) that less image acquisitions may be needed to 
obtain an estimation, and (iii) that sub-pixel registration of the interferograms is not 
necessary. For both the single master and the cascaded interferogram approaches a 
reference atmosphere needs to be estimated only once; all future acquisitions can be 
estimated from this reference. Figure A.9 shows a simulation of the cascade 
interferogram estimation, using 9 SAR images. 

A.2.4 Challenge 
The main challenge of atmospheric parameter retrieval is to resolve the acquisition 
ambiguity. This step is inevitable to allow for unambiguous interpretation of 
atmospheric phenomena and to interest meteorologists and atmospheric scientists in 
the radar interferometric data. Further separation of the atmospheric constituents is 
currently not of prime interest, since the interpretation of the data as wet delay 
estimates with high resolution and accuracy provides sufficient new opportunities for 
improved insight in atmospheric dynamics. Moreover, to anticipate on possible future 
inclusion of radar delay data in atmospheric models does not require a separation of 
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constituents. In this case relative integrated refractivity field variations can be used to 
constraint the models. 

A.2.5 Case study planning 
In the following chapters the processing and interpretation chain will be fine-tuned, 
and the procedure will be tested on a few test sites with different characteristics. 

Processing concerns computing the differential unwrapped interferograms, using a 
DEM to subtract topographic signal if necessary. After single-master, PS, and cascade 
interferogram products are computed, the products will be analysed by subtracting a 
first order pressure gradient field, especially for topography. Then, the data will be 
further analysed using surface synoptic data, NOAA and Meteosat satellite data 
(VIS,WV,IR), and if available weather radar and radiosonde data. For the European 
sites, these data are obtained from BADC, ECMWF, or KNMI. For the US data, 
additional data are provided from NCAR, and NOAA, via the University of Hawaii.  

 

 
Figure A.9: Simulation of cascade interferograms approach. A: 9 simulated 
atmospheric signals in SAR images, simulated using power law regimes. 
Intensity of the atmospheric signals is randomly estimated from a Chi-
squared distribution. B: 8 cascade interferograms derived from differencing 
the 9 SAR images. C: estimated atmospheric phase screen for every SAR 
acquisition time, except the ones corresponding to the interferogram with 
minimal phase variance. Compare C with A. D: Difference between simulated 
and estimated.  
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The PS method will be performed on the city of Berlin, where more than 60 datasets 
are available. Atmospheric phase screens will be computed using different Kriging 
procedures. 

The contiguous stacking and cascaded interferograms will be performed on an area 
around Las Vegas, Nevada, using ERS acquisitions and over the big island of Hawaii, 
using Radarsat acquisitions. For the Las Vegas site the expected coherence is high, as 
observed in earlier studies. A sufficient amount of data is available but a definite 
selection is still to be made. The Hawaii site is characterized by high correlation 
(almost no vegetation on the higher parts of the volcano) and a large number of 
ancillary meteorological data available.  48 Radarsat acquisitions with various look 
angles are available, between September 2000 and June 2003. 
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A.3 ELECTROMAGNETIC INTERACTION MODELING 

A.3.1 Introduction 
In the previous part of this study, during which atmospheric variables and techniques 
of interest were identified, it has been shown that the lead variable of interest for this 
study is the integrated refractivity per acquisition. Even though the refractivity can be 
decomposed into water vapour, temperature, pressure, electron density, and 
hydrometeors, it is the inherent acquisition ambiguity (the superposition of two 
atmospheric states per interferogram) that limits the interpretation of the data. 

 

Figure A.10 Example of the acquisition ambiguity. By adding and subtracting 
two interferograms with a common image the atmosphere of that acquisition 
is either removed or doubled. 

An example demonstrating the influence of the acquisition ambiguity is given in. 
Figure A.10. Three SAR acquisitions have been used to create two interferograms, 
shown as the upper two images. In the first interferogram (January-March), the March 
acquisition is subtracted from the January acquisition. In the second interferogram 
(March-May), the March acquisition has a positive sign, since the May acquisition is 
subtracted from the March acquisition. As a result, in the summation of the two 
interferograms the March acquisition cancels, since (January – March) + (March – May) 
is equal to (January – May). Hence, in that product, the lower left figure, the 
atmosphere of the March image is removed. Since there was surface deformation 
during these images, the surface deformation over the Jan-May period is visible.  The 
subtraction of the two interferograms, in the lower right yields (January – March) - 
(March – May) which is equal to (Jan – 2xMarch + May). As a result, all three 
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atmospheric states are visible in this combination, but the March acquisition is 
amplified by a factor of two, making it more prominently visible. Nevertheless, with 
three acquisitions and two interferograms it is still not possible to isolate the 
atmospheric phase screen belonging to one single acquisition uniquely. 

In this report we focus on the electromagnetic interaction models for the atmospheric 
propagation. A forward model is presented indicating how, based on a spatial 
distribution of atmospheric parameters, the delay signal or atmospheric phase screen 
can be derived. This is presented both in a deterministic as well as a stochastic way, 
simulating a random turbulent atmosphere and its effect on the interferogram. 
Furthermore, we present further forward modelling studies on the propagation effects 
due to hydrometeors. 

A.3.2  Forward model:  the deterministic case 
Atmospheric signal in the radar interferograms manifests itself as a double-difference 
of slant-integrated refractivity: spatial variability within a radar scene is differenced 
between two acquisitions. This implies that the total delay signal, regarded as a mean 
value and variability around that mean, cannot be measured. 

 

 
 

Figure A.11: Forward model for determining the interferometric atmospheric 
phase screen (APS_IFG) from the atmospheric parameters. 

The forward model can be sketched as in Figure A.11, cf. also section A.3 of WP21. 
In this scheme it is shown how the atmospheric parameters 

• Pressure P  [hPa], 
• Temperature T  [K], 
• Relative water vapour pressure e [hPa], 
• Electron density n [electron number/m3], and 
• Liquid water W [g/m3] (and/or rain rate) 

which are all a function of their three dimensional position (x,y,z) and time t, are 
combined to form the refractivity N(x,y,z,t), via 
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 (A.3.1) 

where 1 77.6k = , '
2 23.3k = , and 5

3 3.75 10k = ×  (Smith and Weintraub, 1953, Thayer, 
1974). 

If the refractivity field 1( , , , )N x y z t t=  is known at the time of the first radar 
acquisition, we can calculate the delay per pixel by 

 1 6 1

0

( , , , )10
cos

t
k

inc

N x y z tS dh
θ

∞
−= ∫  (A.3.2) 

where incθ  is the incidence angle. Finally by subtracting these delay fields of the first 
and the second acquisition, we obtain the observed atmospheric phase screen of the 
interferogram, assuming that topographic, orbital, and deformation fringes have been 
accounted for: 

 1 2t t
IFG k kAPS S S= −  (A.3.3) 

Even though this forward model is rather exact, it is obvious that it relies on the 
condition that the five main contributions, P, T ,e ,n, W are known at every location 
and time. Even though most parameters are quite correlated in space and time, one 
should think of a minimum block size of, say, 50x50x50 m and a temporal resolution 
of, say, 30-60 minutes to obtain reasonable estimates of integrated refractivity per 
radar acquisition. This will never be possible using the currently available 
meteorological observation techniques and numerical models. For example a high 
resolution numerical weather prediction model uses block sizes of about 20 km 
horizontally.  

Recognizing that application of the forward model sketched above to real-life 
situations is currently not possible in a deterministic setting, the question is whether it 
is possible to devise a forward model in a stochastic sense. 

A.3.3 Precipitation: hydrometeor analysis 
The influence of liquid water (droplets and hydrometeors/precipitation) on the 
refractivity can be modelled as 

 
8

3
2

0

210 Re( ( ) ( ))liqN f D N D dD
k
π−= ∫  (A.3.4) 

where k is the wavenumber ( 2 /k π λ= , where λ is the 5.6 cm wavelength), f(D) is the 
forward scattering amplitude in millimetres,  N(D) is the drop size density [mm-1m-3 ], 
and D is the equivolumetric drop diameter in millimetres. Equivolumetric implies that 
we consider the diameter of a sphere with the same volume as the oblate spheroidal 
droplet. Note that we need the total distribution of both drop size and forward 
scattering amplitude.  
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The forward scattering amplitude is given as a function of the equivolumetric droplet 
diameter D, given for a horizontally polarized incidence angle by (Van de Hulst, 
1959): 
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 (A.3.5) 

Thus, in the equation we integrate over all equivolumetric drop diameters D between 
0 and 8 mm. In the definition of the forward scattering amplitude we used the 
conventional approach of modelling all raindrops that are larger than 1 mm as oblate 
spheroids. The value e is the ratio between the horizontal and the vertical axis of the 
spheroid, which is related to the equivolumetric drop size D  (Pruppacher and Beard, 
1970). The relative permittivity of water is denoted by ε, which is a complex value. 

The drop size density N(D) can be written as a function of the equivolumetric drop 
diameter and the rain rate: 

 0.21
0( ) exp( 4.1 )N D N R D−= −     for  0<D<8 (A.3.6) 

where we denote the rain rate  by R, given in mm/hr, and N0 =8000 mm-1 m-3 . Thus, 
the entire distribution of the drop size is assumed to have an exponential form 
(Marshall and Palmer, 1948). Note that we assume that the rain rate remains 
unchanged in the entire vertical column below the melting layer. 

Using these equations we can calculate the refractivity due to liquid water as a 
function of the rain rate R only. The equivolumetric rain drop diameter D is usually 
truncated in the integration at 8 mm, since particles with a larger diameter are 
unstable. 

In Figure A.12 the result of these calculations is given. It can be seen that for high rain 
intensities the path delay can be as high as several centimetres. 

In the case that there is no precipitation, hence no hydrometeors, there is still liquid 
water in the clouds. In this case, we approximate the liquid water induced refractivity 
as (Hanssen, 2001) 

WNcloud 45.1=  

where W is the liquid water content given in g/m3. 
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Figure A.12 Path delay as a function of the rain rate. This calculations are 
done for HH polarization of the transmit and receive antenna. 

A.3.4 Forward model: the stochastic case 
Previous studies have shown that atmospheric signal exhibits a scaling behaviour; the 
energy contained at specific spatial scales is exponentially related to the energy at 
different scales: 

 0
0

( ) ( )a
fP f P
f

β−=  (A.3.7) 

or linearly in log-log: 

 ( )0 0ln ( ) ln ln lnaP f f P fβ β= − + +  (A.3.8) 

where f is the spatial wavenumber, P0 and f0 are normalizing constants, and β−  is the 
spectral index. Alternatively, this relation can be expressed by the structure function, 
covariance function, or 2D fractal dimension. All three expressions are valid within a 
limited range of scales due to physical restrictions. 

Based on atmosphere-only, 1-day interval interferograms over relatively flat areas, it 
has been shown that atmospheric signal exhibits a scaling behaviour in two distinct 
regimes (Hanssen, 2001). For spatial scales less than the effective turbulent 
tropospheric thickness, say 2-5 km, the spectral index is close to -8/3, whereas for 
larger scales up to the interferogram sizes the spectral index decays to -5/3 and 
smaller. In fact, due to the removal of nearly linear trends induced by orbit errors the 
spectral index flattens over long distances. Thus, we have 
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 (A.3.9) 

 

 
Figure A.13 The boundary layer is effectively a 2D medium. 3D 
characteristics are only expected for spatial scales less than 3-5 km, 
depending on the height of the boundary layer. 

These observations correspond with Kolmogorov turbulence theory, which expects a 
spectral index of -5/3 moving in any direction in a three-dimensional turbulent 
volume (Kolmogorov, 1941, Tatarski, 1961). Vertical integration of refractivity 
results in an atmospheric phase screen with a spectral index of -8/3. Here it is 
assumed that the horizontal spatial scales are less than the finite physical height of the 
turbulent medium, which relates to a 3D volume. Moving to larger scales, the medium 
becomes relatively more and more flat, effectively a thin, nearly 2D slice (Figure 
A.13). For these scales the roughness increases, resulting in the -5/3 regime. For 
larger distances, further flattening of the spectra is expected. 

Figure A.5, p. 13, illustrates the hypothesis of a scaling behaviour over two regimes. 
Independent atmospheric interferograms over an area in the Netherlands were used to 
obtain these observations. The flattening of the spectra at high wavenumbers is due to 
noise in the observations. The vertical position of these spectra is indicative for the 
amount of energy during that specific interferogram which is directly related to the 
instability of the boundary layer. It is important to note that the energy in the 
atmospheric signal varies over more than one order of magnitude. As a result, the 
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lowest spectrum in Figure A.5 corresponds with a nearly flat atmospheric phase 
screen.  

Based on these observations we attempt to create a random filter that produces an 
atmospheric phase screen with a similar stochastic behaviour as the real-life 
situations, that is, with the -5/3 and -8/3 power law characteristics. Before continuing 
this discussion we will first look at the absolute energy to expect in the power spectra.  

A.3.4.1 Absolute variability 
The (relative) scaling behaviour of atmospheric signal as a function of distance is an 
elegant way for modelling or simulating an atmospheric phase screen for a radar 
acquisition. Nevertheless, the absolute amount of variability, expressed by the 0P  
coefficient, is necessary to obtain realistic values. For a specific location, it is 
important to know the likelihood of a specific value of the 0P  coefficient. Since this is 
not readily available for these high spatial resolutions and accuracy, we used Zenith 
Total Delay variability derived from permanent GPS receivers of 138 EUREF stations 
over the year 2002, see Figure A.5. Hourly ZTD values were recorded with a mean 
standard deviation of 3.3 mm (Soehne and Weber, 2003). 

 
Figure A.14 The 138 permanent GPS stations of the EUREF network. 

We assume that a specific weather situation can be expressed by analysing the 
variability of ZTD per day, using 24 measurements. This yields over 365 days of 
variances, which are related to instable, convective weather with much water vapour 
(high variances) or stable weather situations without much refractivity changes. 
Expressing these variances in a histogram gives an indication for the likelihood of a 
particular weather situation, parameterised by the delay variability. It is evident that 
the amount of variability during a full day is larger than during only a few hours, 
comparable with a spatial snapshot in an interferogram. Moreover, the GPS 
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observations do not reflect the small changes within the hourly sampling and use 
zenith averaging using satellites distributed over a wide part of the sky. Nevertheless, 
we assume that the obtained variances are a scaled version of the variability within a 
shorter time frame and over smaller spatial scales. The scale factor is not known. 
Under this assumption, the abundance of data in the EUREF network allows for 
deriving the necessary statistics. 

Figure A.15 shows the histograms of the daily ZTD variability. For 114 stations with 
over 300 days of hourly observations, the histograms are shown in grey values. The 
average histogram is indicated by the bold black line. A best-fit 2χ  distribution is 
found for 2 degrees of freedom and a non-centrality parameter of 10, and indicated by 
the dashed line. The maximum likelihood value for daily ZTD variability is to be a 
standard deviation of 8 mm. Assuming that the distributions reflect the likelihood of a 
specific weather situation (in terms of electromagnetic wave propagation), it is 
interesting to observe that most stations show the same type of behaviour. A standard 
deviation of 3-4 cm or more has only a small likelihood, whereas most of the 
variability seems to be in the range 2 mm to 2 cm. 

 
Figure A.15 Histograms of daily atmospheric delay variability (standard 
deviation) for 114 EUREF stations. The bold black line is the average 
distribution, and the dashed line shows a best-fit distribution. 

A.3.4.2 Kolmogorov turbulence 
To obtain a random simulator for an atmospheric refractivity distribution fulfilling the 
Kolmogorov turbulence characteristics (the two scaling regimes discussed in the 
previous chapter), the main considerations are that the simulation should be as close 
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as possible to reality and that the simulation should be initialised by easily obtainable 
meteorological observations. 

This model consists of two steps. At the first step we estimate a boundary layer depth 
for both SAR acquisition days. Since the boundary layer is a layer where most 
atmospheric variability occurs, its depth should determine the scale change of the 
power law behaviour of the atmospheric signal. It is generally assumed that this 
transition occurs around 2 km. However, using radiosonde data we should be able to 
retrieve a more accurate estimate of this characteristic scale. 

Often the boundary layer top is determined as the height where the first temperature 
inversion is observed. Therefore, by studying temperature height profiles we can 
estimate the boundary layer depth. In some cases, however, the temperature inversion 
is not well defined. Therefore, it is important also to study behaviour of dew point 
temperature, relative humidity and of virtual potential temperature.  
 

 
Figure A.16 Atmosphere -only interferogram over the south-west of the 
Netherlands 

The virtual potential temperature is the temperature that dry air should have to have 
the same density as the moist air at the same pressure. We would expect that at the top 
of a boundary layer there is an increase in air temperature, decrease in dew 
temperature, abrupt decrease in relative humidity and increase in virtual potential 
temperature. In Figure A.17 the radiosonde measurements of virtual potential 
temperature q, temperature and Dew point, water vapour mixing ratio and relative 
humidity are shown. The expected behaviour of the observables is clearly seen on this 
figure. An automatic procedure for determining the boundary layer depth using all 
these parameters is used. 
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Figure A.17 Radiosonde measurements on 23 and 24 of April 2003 taken at 
12.00 UTC. This picture shows virtual potential temperature q, temperature 
and Dew point, water vapour mixing ratio and relative humidity. From these 
observations the boundary layer depth was estimated for both days. It was 
found that it is equal to 1.062 km and 2.4345 km for the first and second day 
respectively. 

To investigate relation between the mean boundary layer depth that as calculated as an 
average of boundary layer depths obtained from radiosonde measurements during the 
two days and the scale break observed on interferograms, we have studied 14 
interferograms taken during the ERS1, 2 tandem mission in 1995 –1996. Figure A.18 
shows the result of this study. It can be seen that there is a correlation between the 
boundary layer depth calculated from radiosonde observations and the InSAR scale 
break. The, sometimes, large variability in the estimate of the boundary layer depth is 
caused by larger differences in the meteorological conditions during the two 
observation days. The procedure of determining the scale break from the InSAR 
measurements is illustrated in the Figure A.19. From this figure we can see that the 
exact accuracy of the InSAR scale break is rather difficult to determine, but we expect 
that it is better than 1 km. It should also be noted that InSAR and radiosonde 
observations have 1.30 hour difference in time.  
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Figure A.18 Scale break as observed by InSAR versus mean depth of the 
boundary layer as measured by radiosondes during the two days. Error bars 
show variation of the boundary layer depth between two observation days. 

 
Table A.7 

Observed mean values and rms of the β for different regimes 

 > 2 km 0.6-2 km < 0.6 km 
MEAN -1.29 (-1.66) -2.81 (-2.66) -0.91 
RMS 0.54 0.96 1.18 
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Figure A.19: An example of the scaling behaviour analysis. Three regions are 
identified and the exponents of the power behaviour are calculated. The 
flattening of the slope at the higher frequencies is probably caused by noise. 

 
Figure A.20: Observed scales for different regimes and for all interferograms. 
Red stars correspond to the scales 2 km and 0.5 km. Blue stars correspond 
to the scales larger than 2 km and green stars to the scales smaller than 0.5 
km. 
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The other step of our investigation was to study the exponents of the scaling 
behaviour of atmospheric signal in interferograms. For this purpose we have sought 
different β and P0, such that we obtain a best power law fit to the data for the scales 
smaller than 0.5 km, larger than 0.5 km but smaller than 2 km and larger than 2 km. It 
is expected that due to finite boundary layer depth there will be two regimes in the 
scaling behaviour of the atmospheric water vapour, as was discussed in A.3. 

In Figure A.19 an example of such analysis is shown. Also from this analysis we 
obtain the scale break. In the Table A.7 and on the Figure A.20 the overview of all 
observed β for different regimes are shown. It should be noted that the observed 
power laws are somewhat different from the theory prediction, denoted in parenthesis 
in the Table A.7, but there is a rather larger variance in β estimates. It is interesting to 
see that the mean value of β, for the scales larger than 2 km, obtained from our analysis 
is rather different from the expected value of -5/3. This can possibly have several 
causes. Errors in satellites orbits would cause tilts in the retrieved atmospheric phase 
screen (Hanssen, 2001), therefore adding a long wavelength disturbances to an 
atmospheric phase screen. Another phenomenon that can introduce a bias to our 
estimate of the scaling behaviour would be formation of clouds and clod streets. It 
was shown (Feijt and Jonker, 2000) that the observed scaling behaviour of liquid 
water content can be sufficiently different from the behaviour predicted by the 
Kolmogorov theory and that this difference can be attributed to the life time of a 
cloud. Since both liquid particles and water vapour are tracers of the turbulence any 
over mechanism affecting their concentration would affect the observed scaling 
behaviour. Therefore as in work of Feijt and Jonker (2000) we can expect differences 
between observed and expected values of β and that differences can be explained by 
presence of clouds during satellite acquisitions.  

Another interesting result of our analysis that is shown in Table A.7 is the presence of 
the third scaling regime. This regime manifests itself at the scales smaller than 0.6 km 
and is associated with the flattening of the observed power spectra. Also in this case 
there are several possible explanations. One of the possible reasons could be the effect 
of low resolution that would cause aliasing of higher frequencies into the lower 
frequencies in the power spectrum. To test this theory a signal with -5/3 scaling 
behaviour was generated for the wavelength range of 50 to 10-3 km. This signal was 
then sampled with a frequency of 1/0.16 km. This simulation was carried out to model 
multi looked InSAR observations with an effective resolution of 160 m. The result of 
this simulation was that the sampling has hardly any effect on the observed power 
spectra and cannot explain flattening of the spectra. Another possible explanation 
would be reduction of the coherence and therefore introduction of the noise to 
measurement. Also we should not exclude possible effects of atmosphere at these 
small wavelengths. Those effects could be formation of clouds and evaporation and 
condensation of water vapour. However, to our knowledge there is no literature that 
predicts such behaviour of water vapour. Therefore, we consider that this flattening is 
most probable caused by the noise. 

A.3.4.3 Model investigation 
In this section we want to simulate the observed scaling behaviour of atmospheric 
phase screen. Our goal is to verify whether using Kolmogorov theory and knowledge 
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of atmospheric boundary layer depth one can predict scaling break and observe two 
scaling regimes that are often observe. 
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Figure A.21 Three steps of the model. At the first step a fractal simulator is 
used to generate a 2D signal with β= – 1.3. At the second step the finite 
depth of the boundary layer is taken into account, the signal is truncated to 
allow atmospheric fluctuations only in the boundary layer. At this stage BL 
depths measured by radisondes are used. And at the final stage height 
integration is performed and signal is weighted to have the same rms as the 
interferogram.  

The basis of the model is formed by a fractal simulation of a signal showing a -5/3 
power law behaviour. For this study we have used the observed mean β = −1.3 instead 
of –5/3. The choice for using this value of β was predetermined by the fact that clouds 
have a non negligible effect on scaling behaviour of the atmospheric phase screen and 
this effect should be taken into account. We have also limited ourselves to simulating 
refractivity in a vertical plane, but extension to a 3D volume is straightforward. The 
dimensions of the vertical plane are 90 km horizontal and 12 km vertical, see Figure 
A.21. Since we know that the refractivity distribution is most variable in the lower 
part of this region, the boundary layer, we have truncated the signal at the height of 
the boundary layer. The boundary layer height is determined from radiosonde 
measurements. This can be easily obtained by applying a vertical step function to the 
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signal. The signal that would been observed in an interferogram (combining two of 
these simulations) is shown in the lower subplot of Figure A.21. Using the 
periodogram method we have obtained the spectrum of the modelled signal as shown 
in Figure A.22. For this figure the modelled signal was multi-looked to obtain the 
same spatial behaviour as the interferogram. 
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Figure A.22 Comparison between the simulation of a turbulent troposphere 
and the InSAR measurement. A -5/3 signal is created using a fractal 
generator and restricted to the boundary layer only. Furthermore, the vertical 
integration yields the atmospheric phase screen shown in the Figure A.21. It 
should be noted that also effect of multi-looking is taken into account, which 
yields a further decrease in power for scales smaller than 0.5 km. 

A.3.5 Conclusions 
In this section we discussed the forward models regarding the electromagnetic 
interaction of the radar waves with the atmosphere.  We showed that forward 
modelling can be interpreted in two ways: deterministic modelling and stochastic 
modelling. In the former case, fine 3D resolution knowledge of the main atmospheric 
parameters influencing the refractivity is needed. Although this is the proper model 
for calculating the observed atmospheric phase screen in an interferogram, it is not 
very practical, since the information on the refractivity is hardly ever available.  In the 
forward modelling we also showed how a component of the refractivity is due to 
hydrometeors. This component can be conveniently derived from rain rate values. 
Stochastic modelling concerns the simulation of a random refractivity distribution, 
showing the same stochastic behaviour as observed on earth. Initialisation of the 



PAGE A-48 SAR INTERFEROMETRY FOR  
BIO- AND GEO-PHYSICAL RETRIEVALS 

ESA CONTRACT NO
16366/02/NL/MM 

 

 

20 FEBRUARY 2004 ATMOSPHERIC PARAMETERS FINAL REPORT

 

model is proposed by readily available radiosonde data, which can be used to 
determine the boundary layer depth. From the validation it appears that a forward 
stochastic model gives a good approximation of the real observed interferometric 
data. 
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A.4 RETRIEVAL ALGORITHMS  

A.4.1 Introduction 
In this chapter we present the prototype retrieval algorithms for resolving the 
acquisition ambiguity in Interferometric Radar Meteorology to estimate the 
atmospheric parameters water vapour and liquid water. These algorithms have been 
applied to the test sites Las Vegas, Berlin, Hawaii, and Flevoland. The Las Vegas site 
was used for the ambiguity resolution evaluation, the Berlin site for the permanent 
scatterer single-master stack approach, and the Flevoland site for some of the 
hydrometeor studies. 

In sections A.4.2-A.4.4, retrieval techniques for resolving the acquisition ambiguity 
are described for permanent scatterers, single-master stacks and cascade stacks. The 
theory is further developed here and test results of the cascade interferograms 
approach for the Las Vegas area are shown. Section A.4.6 is a discussion on the 
influence of liquid water on the total observed delay. The chapter finishes with 
conclusions and recommendations in section A.4.8. 

A.4.2 Ambiguity resolution: permanent scatterer case 
In the permanent scatterers InSAR analysis, the atmospheric contributions are 
estimated together with the deformation and topographic signal. Separation between 
the contributions is based on 

• the assumption that atmosphere is not correlated over time spans of more 
than 1 day, 

• the fact that spatial smoothness of the atmospheric delay signal can be 
characterized by a power-law (often a spatial low-pass filter), 

• the fact that only topography is baseline-dependent, and 
• the fact that deformation signal is usually correlated in time. 

As a result, it is possible to investigate the derived atmospheric phase screen. 
Validation of this signal is very difficult though, mainly due to the lack of reference 
observations with sufficient spatial and temporal resolution, observing highly accurate 
vertically integrated refractivity. Therefore, we try to determine whether the stochastic 
behaviour of the retrieved APS corresponds with the behaviour as expected from 
theory.  Such a confirmation (or refutation) could serve as a more objective (but 
secondary) indication of the reliability of the APS estimate.  

A.4.2.1 Data 
A stack of 70 ERS-1/2 acquisitions over the area of Berlin is analysed in this study. 
The total span of the perpendicular baseline is 2100 m. The time interval covered 8.5 
years, from May 1992 to November 2000. 
 



PAGE A-50 SAR INTERFEROMETRY FOR  
BIO- AND GEO-PHYSICAL RETRIEVALS 

ESA CONTRACT NO
16366/02/NL/MM 

 

 

20 FEBRUARY 2004 ATMOSPHERIC PARAMETERS FINAL REPORT

 

A.4.2.2 PS processing to isolate atmosphere 
The aim of the permanent scatterer processing is to find sparsely distributed points 
with limited temporal decorrelation, and to estimate DEM error and linear 
deformation at these points using a time series approach (Kampes and Adam, 2003). 

First the selection of a master has been performed from the stack of the images. The 
criterion is to choose the master as the image whose mean coherence is optimal as 
master of the stack of images. The magnitudes of all SLC images are calibrated for 
processor gain factors, range spreading loss and antenna pattern. Once the master is 
selected 7 interferograms of the stack were discarded as they presented a Doppler 
centroid frequency too large compared with the selected master. 

The amplitude time series is used to select a large number of points that are most 
likely to possess a coherent phase in time. These points are expected to have large 
amplitudes and small amplitude dispersions. Nearly 100.000 points were selected. The 
phase of the selected points is first used to correct for global phase trends over the 
interferograms caused by orbit errors.   The corrected data are then analysed with the 
PS network approach. 

The model of observation equations relates a random vector y of phase observations 
with a vector x of unknown parameters, according to: 

yQyDAxyE == }{;}{ , (A.4.1) 

where the matrix yQ  is the variance-covariance matrix (Teunissen, 2000). The 
dominant parameters affecting the interferometric phase are the topographic height, 
the deformation in slant direction, the slant-atmospheric delay during the first 
acquisition, the slant-atmospheric delay during the second acquisition, and an integer 
ambiguity number. Fortunately these components have different spectral properties 
which make it in principle possible to separate them. The topography is a linear 
function of the perpendicular baseline, and the velocity can be assumed to be a linear 
function of temporal baseline. Orbit errors are linear functions of the range and 
azimuth coordinates. The atmospheric phase is spatially correlated, but uncorrelated 
in time. 

Noise is considered high frequency in all domains. The first goal is to obtain the 
unwrapped `atmosphere plus noise' matrix by stepwise removing the other phase 
components, and then to remove the noise by spatial filtering with an averaging 
kernel. 

The phase difference of nearby points is used to compute the DEM error differences 
and the linear velocity differences between points.  A least squares adjustment and 
hypothesis testing step is then performed to obtain reliable estimates for the DEM 
error and linear velocity at these points, with respect to an arbitrary reference point. 
The phase is corrected for the estimated DEM errors and linear deformation, yielding 
the residual phase of atmosphere plus noise. Finally this phase has been unwrapped on 
a sparse grid. 
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A.4.2.3 Variogram estimation 
When a matrix containing atmospheric signal plus noise is isolated, the atmospheric 
phase can be analysed using its power spectrum, the covariance function or the 
structure function (variogram). Since the PS technique does not provide a regular grid 
of points available, a power spectrum can not be conveniently calculated through the 
1-D FFTs. No restrictions regarding the preliminary estimation of the mean or 
stationarity are necessary to use the structure function. It can be applied to a network 
of sparsely distributed point as in our case, yielding a quantitative expression for the 
variance of the difference in atmospheric delay between two points separated by a 
distance ρ . Moreover it is also useful for the quality description. 

The variogram of the stack of interferograms has been calculated using a subset of all 
Permanent Scatterers. (The initial number N of almost 100.000 permanent scatterers 
available requires a large number of computations due to the large number of possible 
combinations among permanent scatterers. Hence, a pre-processing step for data 
reduction is necessary. We select a reduced but statistically representative subset of 
points, randomly selected from all PS, based on their mean. The histogram of the 
atmospheric phase per interferogram shows in all the cases approximately a Gaussian 
distribution. We look for convergence between the mean of the total and the subset of 
permanent scatterers. At the moment when the mean of a subset of number of PSs is 
equal to that of the total, the process is ended. Following this procedure it was found 
that the convergence to the mean of all data was quite fast and with a number of 3000 
randomly selected PS’s the computing time decreases considerably. Moreover, there 
are still enough points to obtain smooth variograms. 

A.4.2.4 Results 
The mean atmospheric residual phase has been subtracted for every interferogram. 
Figure A.23 shows an example of an atmospheric phase screen over the test area 
Berlin, Germany. Note, that a smoothing procedure has been applied to obtain this 
estimated. From the original data (unsmoothed) the variogram of every acquisition 
has been computed. Figure A.24 shows the superposed variograms for the 62 
acquisitions. 

All the variograms show the same structure but the standard deviation of the 
difference in the atmospheric delay ranges from 2 to 11 mm. The Kolmogorov power 
law slopes are shown as dotted lines. 

A.4.2.5 Discussion 
 The most important observation from the variograms in Figure A.24 is that they do 
not obey the expected Kolmogorov scaling behaviour, as expected for atmospheric 
signal. In order to interpret these results, a simulation in a controlled environment was 
performed. A 2D fractal signal was created with a variogram slope of 2/3 (fractal 
dimension 8/3). This is performed for three different power levels, indicated by the 
three rows in Figure A.25. The corresponding variograms are shown beside these 
plots, calculated from the PS positions in Berlin. The slope of the variograms 
represents the scaling behaviour correctly, and the vertical position of the variogram is 
an indication for the power of the variability. 
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Figure A.23   Example of an atmospheric phase screen estimate over Berlin 

 
Figure A.24 Variograms of the presumed atmospheric phase screen in the 
stack of images. 
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Figure A.25 Simulated atmospheric phase screens with a variogram slope of 
2/3. Three power levels ( ]2/,2/[ ππ +− ,  ],[ ππ +− , ]2/3,2/3[ ππ +− ) were 
tested, and the variograms estimated from the locations of the PS over Berlin 
were calculated, similar as in Figure A.24. The variograms show the expected 
scaling behaviour, where the vertical position corresponds with the power of 
the variability. 

π

 

3π

2π

4 mm2
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0.6 mm2
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From this simulation, we conclude that our algorithms are correct. A possible 
explanation of the anomalous behaviour of the variograms in Figure A.24 is that the 
PS observations still have a considerable amount of noise. For this reason, white noise 
(uncorrelated point noise) has been simulated and added to the simulated APS. Table 
A.8 lists the amount of simulations performed.  
 
 

Table A.8   
Simulation overview. The amount of simulations for atmospheric signal power 
plus additional uncorrelated noise with different standard deviations is listed 

Power\ noise (σ) 0 30 40 50 
0.5 cycle 10 sim 3 sim 3 sim 3 sim 
1 cycle 10 sim 10 sim 10 sim 10 sim 
1.5 cycle 10 sim 3 sim 3 sim 3 sim 

 
 
 
 
Figure A.26 shows the effect of phase noise on the APS signal.  Red lines indicate the 
simulated atmospheric phase screen, for three power levels, indicated by the three 
columns. Green lines show different point noise levels, for three noise levels (30, 40, 
and 50 degrees standard deviation, values which are considered to be realistic), 
indicated by the three rows. Blue lines show the ‘observed’ variograms. It is obvious 
that the observed functions cannot be interpreted in terms of their scaling behaviour 
anymore. In fact, the noise level ‘flattens’ the variograms, and only if either the noise 
level is very low, or the APS power very high, the slopes of the variograms may be 
interpretable. 

A.4.2.6 Conclusions 
The permanent scatterer technique is convenient for obtaining coherent 
interferometric phase information over a wide range of spatial and temporal baselines. 
The identification of reliable reflections within such an interferogram time series is 
instrumental in this approach. Residual signal, obtained after a first-order estimation 
of deformation and topographic signal, is likely to be largely due to the influence of 
the atmosphere. In literature, this signal is often referred to as the atmospheric phase 
screen. Practical experiments on the residual signal over a permanent scatterer 
analysis over Berlin shows that random phase noise is an important contribution to the 
error budget, which masks the true APS. Therefore, in practice it is  very difficult to 
assess the  quality of the estimated APS. 

 
 
 
 
 



ESA CONTRACT NO 
16366/02/NL/MM 

SAR INTERFEROMETRY FOR  
BIO- AND GEO-PHYSICAL RETRIEVALS 

PAGE A-55

 

 

FINAL REPORT ATMOSPHERIC PARAMETERS 20 FEBRUARY 2004

 

 

 
Figure A.26 Simulations showing the effect of uncorrelated (point) noise 
superposed on the atmospheric signal. Red lines indicate the simulated 
atmospheric phase screen, for three power levels, indicated by the three 
columns. Green lines show different point noise levels, for three noise levels 
(30, 40, and 50 degrees standard deviation), indicated by the three rows. 
Blue lines show the ‘observed’ variograms. It is obvious that the observed 
functions cannot be interpreted in terms of their scaling behaviour anymore. 
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A.4.3 Ambiguity resolution, single master 
For N+1 SAR acquisitions Si the single master stack, with master S0, is obtained for 
each pixel from 

 

1 0

2 1

1 1
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  (A.4.2) 

 

Recall that the first and second order moments for Si read 
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As a result, the expectation value and dispersion of the interferograms is 
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. (A.4.4) 

 

The system described can also be approached as a Gauss-Markoff model for the 
inverse problem of retrieving the atmospheric phase screens per acquisition. 
Obviously, the system contains a rank deficiency of 1. Hence, there is no unique 
solution. Two strategies to determine an optimal solution based on a specific criterion 
are proposed. 

 

Strategy 1 
The first strategy was described before and is based on the (possibly weighted) 
average of all interferograms, resulting in 
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where we assume that the sum of all slave atmospheres (with expectation value 0) can 
be regarded as noise e with E{e}=0. Therefore, the summed stack will represent the 
atmosphere during the master acquisition only, and the best unbiased estimate will be 

0{ } ,E A S= and  0Ŝ A=  (A.4.6) 

with variance 

0

2
2
ˆ0

ˆ{ } SD S
N

σσ= = . (A.4.7) 

To improve the estimate, a weighted averaging could be applied, for instance based on 
the atmospheric variance per interferogram, which can easily be derived from the 
data.  

After this estimation, the atmospheric signals of the slave acquisitions can be 
estimated from 

0
ˆ ˆ

i iS S I= −  (A.4.8) 

Strategy 2 
A second strategy to determine a unique solution for the rank deficient problem is 
based on the well known Singular Value Decomposition (SVD), which uses a pseudo-
inverse to estimate a minimal norm solution. The problem can be formulated as 
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 (A.4.9) 

where A is the normal matrix of system Equ (A.4.2), S are the unknown atmospheric 
phase screens per acquisition, I are the interferograms and G and g formulate a 
constraint. In this case, G is a vector of ones and g is zero. The first matrix on the left 
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hand site is now invertible, enabling the determination of the minimum norm solution 
of S.  

It can be shown that the estimates for the atmospheric phase screens read 

eS

S
N

SS

i

N

iii

+=
+

−= ∑
01

1ˆ
 (A.4.10) 

with variance 

1
}ˆ{

2

+
=

N
SD i

σ
 (A.4.11) 

Hence, theoretically the SVD-method should give a slightly more accurate estimate of 
the atmospheric phase screens per acquisition.  

Unfortunately, the practical application of single-master stacks is very cumbersome, 
since (i) coherence should be maintained over very long times to get a set large 
enough for reliable inversion (ii) baselines of this single master stack should be well 
within the critical baseline limit, (iii) no deformation should  be present in the data. 
We tested the algorithms on a Radarsat data set with images from the big island of 
Hawaii, but deformation signals were too prominent for unambiguous estimation, see 
Figure A.27. The deformation of Mauna Loa can be identified since it is a similar 
feature over the volcano at many instances. Therefore, single master stacking is an 
option only feasible for, e.g., long-time coherent data as retrieved with an L-band 
system. 

 

  
Figure A.27 Radarsat descending swath 2 over the west coast of Hawaii. The 
interferograms cove 2001-10-15/2002-08-23, 2001-10-15/2002-06-12,  and  
2001-10-15/2002-10-10, respectively (single master). The images show a 
combined deformation and atmosphere signal. Especially along the southern 
coast phase variations, probably due to water vapour in the master image, 
are visible. The last interferogram shows wave effects over the Mauna Kea 
western slopes.   
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A.4.4 Ambiguity resolution, cascade 
Whereas the single-master approach estimates the master APS using a rigorous 
(weighted) averaging, experience shows that in a time series of radar interferograms 
there are always interferograms which show a negligible APS variability. Usually 

these situations occur during cold and stable weather situation, where the water 
vapour content is low. The idea behind the cascaded stack is to use this information. 

The cascade stack is obtained from 
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Again, this system can be regarded as a Gauss-Markoff model,  with a rank deficiency 
of one. This rank deficiency can be circumvented by inserting a pseudo-observable 

*
kS  in the system. After inversion of the normal matrix, this leads to the solvable 
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. (A.4.13) 

Choosing 0* =kS  and recalling that 1+−= iii SSI , the estimates read 

kii SSS −= . (A.4.14) 

Hence, all estimates are biased with a value equal to the atmospheric signal of the 
reference APS Sk. Obviously, this bias will be smallest by selecting the APS with 
minimal phase variance, which can be determined by comparing the phase variances 
of the (neighbouring) interferograms. This minimal variance can also be used for the 
construction of the vc-matrix of the estimated APS's, hence 

2}{
kIiSD σ= . (A.4.15) 

Recalling the averaging approach for the single-master stack, a second strategy to 
estimate the APS per acquisition can be deducted. Averaging of the estimated 
APS's iŜ  obtained above (omitting kŜ ) leads to 
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Because the expectation value of the first part of the right hand site is zero, this 
average is an estimate for the reference APS. Inserting this estimate as a new pseudo-
observable in the functional model, this leads to the new estimates 
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. (A.4.17) 

Hence, the bias is now equal to the average of the APS's, omitting the reference APS. 
Therefore, the bias is smallest if the APS with largest phase variance is selected as 
reference. The precision of the estimates is 
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N
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σ
. (A.4.18) 

Obviously, a weighted averaging could be performed as well. Moreover, only a subset 
of the estimated APS’s can be used for the averaging, for instance based on the 
variance of the interferograms involved. However, it is difficult to give general 
recommendations in this perspective, because they are largely dependant on the data 
set used.  

Finally, a third strategy to estimate the APS’s is the application of Singular Value 
Decomposition. The procedure and the quality description are the same as was 
described in section A.4.3 for the single master case. 

The cascade approach described here has the advantage over the single-master stack 
that the error can be `chosen' opportunistically, since the error budget is fully 
determined by the interferogram with minimal phase variation. In contrast, single 
master stacking, especially in its unweighted form, minimizes the variance of the 
master atmospheric phase screen by averaging. This implies that (i) sufficient 
acquisitions need to be available, and (ii) the presence of a coincidental `perfect' 
interferogram is not used. It needs to be noted that by weighting the single-master 
stack, comparable results can be obtained, although the possible decrease in coherence 
due to longer baselines can degrade the results.  

A.4.4.1 Test for the Las Vegas area 
The cascade approach is applied to a test set of the Las Vegas area. Figure A.28 
shows the cascade, consisting of 33 interferograms. The cascade is shaped by a 
travelling salesman algorithm, (simulated annealing) conditioned by the trade-off 
between minimal effective baseline and temporal baseline length. Because large parts 
of the Las Vegas area are bare grounds, long term coherence was assumed. Hence, a 
short effective baseline was preferred to obtain optimal coherence. 
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Figure A.28 Baseline plot of a cascade, consisting of 33 interferograms of the 

Las Vegas area. 

The interferograms are processed by the genesis software (Eineder and Adam, 1997), 
using precise orbits and unwrapped by SNAPHU (Chen and Zebker, 2000). A SRTM-
based reference DEM has been subtracted to remove the topographic signal. The 
phase in radians has been converted to zenith delay in mm. In order to reduce the 
computational load, the interferograms have been multilooked afterwards by a factor 
of 10 in range and a factor of 50 in azimuth, resulting in a pixel resolution of 
approximately 200 m.  

Although long term coherence was assumed, some areas show low coherence, mainly 
caused by vegetation, combined with possible snow cover. This regional loss of 
coherence results in substantial phase unwrapping errors. Because these areas would 
affect the estimated APS’s drastically, they are masked (see for instance Figure A.30). 
Moreover, remaining orbital trends in the interferograms can largely be reduced by 
subtraction of a linear plane. Neglecting the phase unwrapping errors would affect the 
estimated planes, hereby inducing another bias in the final estimates. 

Depending on the processing, to cascade the interferograms two additional features 
have to be considered. First, the interferograms need to have the correct master-slave 
configuration according to the cascade order. Hence, a multiplication with factor -1 
can be necessary. Second, apart from the obvious coregistration of the master and 
slave images for interferogram generation, the separate interferograms need to be co-
registered as well. In many software-packages this will not be a standard procedure 
and therefore, as in our case, has to be done independently. Coregistration based on 
cross-correlation of the interferograms did not give satisfying results and because the 
amplitude images were not available, the coregistration is finally obtained by using 
the geographical coordinates of the corners of the interferograms. To verify the 
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procedure, the sum of interferograms in a circular cascade (see Figure A.29), which 
theoretically should result in a zero-plane, has been calculated. Figure A.30 shows the 
result. 

 
Figure A.29 Baseline plot of a circular cascade. 

 
Figure A.30 Sum of interferograms in the circular cascade. Theoretically, the 
sum should be zero, however, co-registration and phase unwrapping errors 
induce a closure error. 

Although the mean of the residual signal is approximately zero, still rather large 
fluctuations are visible (RMS = 3.79 mm). Based on the pattern, residual co-
registration errors are assumed to be the major contributors. Furthermore, local phase 
unwrapping errors are visible, mainly on the border of the mask and in the urban area 
of Las Vegas in the middle/bottom of the image. Reference DEM errors are 
theoretically impossible, because the sum of the effective baselines is obviously zero, 
which results in cancellation of these errors. 
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The next pages show the cascaded interferograms and the results of the ambiguity 
retrieval. The first column shows the interferograms, starting at the right hand side of 
the cascade (Figure A.28). The second column contains the retrieved APS’s by the 
first strategy described, using the APS with minimal variance as reference.  

 

 

 
Figure A.31  Row A-E show the interferogram (first column), the APS 
estimate by the minimal variance method (second column) and the APS 
estimate by the averaging method (third column) for APS 1-5. 
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Figure A.32 Row A-E show the interferogram (first column), the APS estimate 
by the minimal variance method (second column) and the APS estimate by 
the averaging method (third column) for APS 6-10. 

Consequence of this method is that the APS of the reference is put to zero, which can 
be seen in Figure A.36D. This APS was selected because the variance was assumed to 
be minimal, based on the variances of the interferograms involved (see Figure A.36C 
and D). The third column shows the estimates obtained by the averaging method. The 
SRTM-based DEM is used to generate contour lines, which serve as orientation. The 
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plots of the Singular Value Decomposition results are not shown, because they show 
large resemblance with those of the average method. This is discussed in more detail 
in a later stage. 
 
 
 

 

Figure A.33 Row A-E show the interferogram (first column), the APS estimate 
by the minimal variance method (second column) and the APS estimate by 
the averaging method (third column) for APS 11-15. 
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Figure A.34 Row A-E show the interferogram (first column), the APS estimate 
by the minimal variance method (second column) and the APS estimate by 
the averaging method (third column) for APS 16-20. 
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Figure A.35 Row A-E show the interferogram (first column), the APS estimate 
by the minimal variance method (second column) and the APS estimate by 
the averaging method (third column) for APS 21-25. 
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Figure A.36 Row A-E show the interferogram (first column), the APS estimate 
by the minimal variance method (second column) and the APS estimate by 
the averaging method (third column) for APS 26-30. 
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Figure A.37 Row A-E show the interferogram (first column), the APS estimate 
by the minimal variance method (second column) and the APS estimate by 
the averaging method (third column) for APS 31-34 (interferograms 31-33). 

Generally, the results obtained by the various methods show large resemblance. The 
estimates by the averaging method (and SVD method) are somewhat smoother and 
show less noise (see for instance Figure A.31E). However, more test cases and 
comparisons with other atmospheric monitoring techniques are needed to draw 
conclusions in this perspective. 

A number of APS estimates show a strong signal in the middle-bottom part of the 
image, see for instance Figure A.36E and Figure A.37A. This feature appears to be 
due to subsidence in urban Las Vegas. Dependent on the temporal baseline 
configuration, this feature is to some amount visual in practically all estimates. 
Estimation of a deformation model would enable the removal of the subsidence 
signal, giving rise to an estimate of the atmospheric signal above these areas. 
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Figure A.38 shows the difference between the estimated APS’s by the SVD and the 
averaging method (which is equal for all estimates). The standard deviation reads 0.40 
mm. The structure of the difference shows high correlation with the topography, 
suggesting an influence of the reference DEM. Further research has to clarify whether 
this assumption is correct. 

 
Figure A.38 Difference between the estimated APS’s by the SVD and the 
averaging method.  

A.4.4.2 Conclusion 
The potential of the technique to retrieve the atmospheric phase screen (APS) per 
acquisition is shown and the resulting images give a unique tool to study atmospheric 
phenomenon. The three methods generate similar results, although the averaging and 
SVD method appear to reduce the noise. In the following, we will discuss a couple of 
single-acquisition APS estimates retrieved from the cascade stack. 

A.4.5 Meteorological interpretation 
Las Vegas, Nevada, is located in the south-western USA, east of the Sierra Nevada 
Mountains in California. Due to the Sierra Nevada, the entire state of Nevada lies in 
the rain-shadow desert and receives very little rainfall. The climate is usually 
extremely hot and dry. Las Vegas is located in a broad flat basin surrounded by barren 
mountains, oriented northwest-southeast, see Figure A.39, at an altitude of about 
700m above sea level. The Spring Mountains, to the west, have average heights of 
2000 m but peaks of 3 and 4 km. The Sheep Range to the north of Las Vegas is 
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clearly visible in all interferograms, and has a maximum height of 3.3 km at Hayford 
Peak. To the south, Mc Collough Range varies between 1 and 2.3 km, and to the east 
the terrain slopes down to Lake Mead and the Colorado River basin. Farther east the 
high mesa country of Arizona appears. Due to this complex topography, local 
atmospheric circulation is quite complex.   

 
Figure A.39 (A) Topographic situation of the Las Vegas basin and the SAR 
image (B)   Typical flow pattern associated with the Las Vegas Convergence 
Zone (LVCZ). Yellow isolines indicate moisture distribution. 

Resulting mesoscale circulations depend on the nature and strength of the flow, the 
atmospheric stability, and diurnal solar forcing, which can induce a mountain-valley 
circulation.  An arc-shaped convergence zone has been repeatedly observed to form in 
the low-level wind field, in the Las Vegas valley particularly under conditions of 
light, moderately unstable southwest flow (e.g., Runk 1996).  Convergence lines also 
occur in the wakes of the Spring Mountains and the Sheep Range under stronger 
westerly flows are common (e.g., Mass 1981).   

Meteorological interpretation for some selected datasets is presented here. We report 
on the effects of vertical stratification and select a few special cases. 

A.4.5.1 Vertical stratification 
A number of interferograms visualized in Figure A.31-Figure A.37 show a delay 
strongly correlated with topography. This phenomenon is assumed to be due to the 
vertical stratification effect described in section A.1.3.7. Vertical stratification occurs 
when the refractivity profiles of the atmosphere during the two acquisitions are not 
parallel. To verify the assumption of vertical stratification in the data, all 
interferograms are simulated based on radiosonde data. The radiosonde profiles were 
obtained at station Mercury, 100 km North-West of Las Vegas, just outside the 
interferogram. Measurements are available only at 6 hours before and 6 hours after 
the SAR acquisitions. 

The refractivity profiles can be derived from the radiosonde data using the model 
(Equ. A.1.5) 
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where the ionospheric and liquid water effects are omitted. The ionosphere does not 
add to the vertical stratification effect, because the ionosphere is situated at altitude 
higher than global topography-- only the refractivity below the highest ground point 
adds to the stratification. The liquid water content is unknown and its effect on 
stratification is neglected here. Using the temperature, relative humidity and pressure 
data from the radiosonde, in combination with the k-coefficients derived by Bevis et 
al. (1996), Equ. (A.1.16) and (A.1.17) can be used to obtain the necessary quantities 
to derive the refractivity profiles. 

After differencing of the profiles, the stratification effect can be simulated by adapting 
the largest height as a reference. The resulting simulation and the original 
interferogram are shown for a case with and without stratification in Figure A.40. The 
differenced refractivity profiles used are shown in Figure A.41. The radiosonde 
launches of 6 hours before the SAR acquisitions are used. Missing data are due to the 
fact that the location of the radiosonde station is above the lowest points of the area, 
which causes the constant values over the lowest areas. 

 
Figure A.40 Vertical stratification. (A) and (C) represent situations with and 
without a difference in vertical refractivity stratification, respectively. (B) and 
(D) reflect the expected signal based on the radiosonde vertical refractivity 
profiles. 
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Figure A.41 Differential radiosonde profile (difference of two days) 
decomposed in the hydrostatic part, the wet part, and the total refractivity. (A) 
corresponds with Figure A.40A and (B) with Figure A.40B. It is clear to see 
that the differential profile (B) is one order of magnitude less than that of (A). 

The correspondence between the original and simulated interferogram is shown in 
Figure A.42 by a cross section. The results using the sonde 6 hours before as well as 6 
hours after the acquisition are given. The bottom plot shows the heights. It can be 
observed that there is a large resemblance between the original and simulated delay. A 
delay of 4 cm is visible in the top plot. Note that this effect would largely affect 
deformation measurements if not accounted for. 

 
Figure A.42. Cross sections of the real and simulated interferograms. The 
upper graph shows the values for the first realization, the middle corresponds 
with the second one, and the lower is the corresponding topography. 
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A.4.5.2 18 April 1996 
Meteorology in the Las Vegas basin is very complicated, due to the influence of all 
mountain ranges surrounding it. Figure A.43 shows a situation on 18 April 1996.  
 

 
Figure A.43 The estimated water vapour distribution of 18 April 1996. (A) The 
cascade-derived estimate converted to relative PWV or IWV in kg/m2  The 
wind barb derived from the radiosonde profile is shown in the lower left (25 
knots, or 13 m/s). (B) shows the radiosonde curves for temperature and 
dewpoint temperature. 

A weak cold front passed over the region from the west the previous night.  The 
Mercury sounding shows moisture neutral stability and ample moisture in the post-
frontal westerly flow.  The SAR shows bands of elevated PW in the wakes of both the 
Spring Mountains and the Sheep Range.  The presence of convergence in the wake of 
mountains also occurs in Washington State where the phenomenon has been well 
documented (e.g., Mass 1981 and others see below) 

A.4.5.3 24 August 1993 
 

 
Figure A.44 PWV distribution at 24 August 1993 and corresponding sounding 
from station Mercury. 
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Satellite imagery are consistent with the sounding data from Mercury, which indicate 
dry conditions in the troposphere and light southwest winds aloft.  Variation in the 
PWV in the SAR image (with exception of the land subsidence limited to the centre of 
Las Vegas), therefore, must be interpreted as indicative of dry convective circulations 
that are influenced by terrain.  Southwest winds are associated with the formation of 
the Las Vegas Convergence Zone (LVCZ).   The pattern seen here is consistent with 
the formation stage of the LVCZ with the strongest rising motions along the south 
side of Las Vegas and a convergence line extending between the Spring Mountains 
and the Sheep Range.  The implication here is that the SAR PWV analysis is able to 
identify convergence and vertical motion patterns in the absence of visible clouds.  By 
extension, the SAR method could be applied to investigate the early stages in the 
formation of dry-line convection over the Great Plains, where severe thunderstorms 
are the frequent product. 

A.4.5.4 29 May 1998 
In this case satellite imagery, see Figure A.45, shows a weak front stalling near the 
southern boarder of Nevada.  The sounding shows a moist-adiabatic lapse rate in the 
troposphere up to ~300 mb.  Although there is some moisture in the profile, relatively 
large dewpoint depressions do not allow for instability.  In this case variations seen in 
the SAR PWV image likely reflect mountain induced gravity waves.  

 
 

 

Figure A.45 GOES 9 Infrared channel at 29 May 1998, 12:15 UTC, showing 
the weak front near the southern border of Nevada. 
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Figure A.46 Estimated water vapour field for 29 May 1998 (A) and the 
corresponding sounding (B). 

A.4.5.5 18 February 2000 

 
Figure A.47 PWV estimate for 18 February 2000 and corresponding sounding 
in Mercury. 

In this case the southern Nevada is under the influence of a moderately strong 
westerly current (see water vapour imagery, Figure A.48, and sounding data) with 
baroclinic disturbances passing through.  The sounding shows moist neutral 
conditions with moisture extending throughout the troposphere.  At the time of the 
SAR image southern Nevada was just between two frontal systems, with lingering 
clouds and moisture anchored over the two mountain ranges in the image causing a 
difference in refractivity profiles (vertical stratification, see section A.4.5.1). 
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Figure A.48 Water vapour channel of GOES 10, 18 February 2000, 12:30 
UTC 

A.4.6 Liquid water effects 
For this study we have used two interferograms. Both interferograms were acquired 
over Flevoland in the Netherlands. This area in the Netherlands is known for its 
extremely flat landscape. Since both interferograms were acquired with only one day 
difference in the satellites overpasses, no earth surface deformations are expected. The 
first interferogram was acquired on October 3 and 4, 1995 at 21.41 UTC. SAR frame 
numbers are 1053 and 1035, for ERS-1 orbit 22061 and ERS-2 orbit 2388, see Figure 
A.49. The perpendicular baseline is 393 m. This interferogram is a composition of 
two neighbouring scenes. The second interferogram was acquired at August 29 and 
30, 195, at 21.41 UTC. SAR frame number 1035, for ERS-1 orbit 21560 and ERS-2 
orbit 1887. The perpendicular baseline is 80 m. The interferogram is shown in Figure 
A.50. 

For these interferograms a phase unwrapping is performed using the minimal cost 
flow algorithm (Costantini, 1997). After the unwrapping the reference digital 
elevation model (DEM) was used to remove the topography. Furthermore, the spatial 
resolution was reduced to 160 x 160 m to reduce the speckle. 

To eliminate the hydrostatic component of the troposphere the Saastamoinen model is 
used (Saastamoinen, 1972). This model determines hydrostatic delay estimates with 
an accuracy of 1 mm or better (Bevis et al, 1996). Moreover, the mean delay value 
calculated over the complete interferogram was calculated and subtracted for each 
interferogram. This processing step allows reducing an effect of ionosphere on the 
delay measurements, since an ionospheric delay has only long wavelength variability. 
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Therefore, the remaining delay signal after all the processing steps is expected to be 
only due to the propagation through the moist air and scattering on hydrometeors. 

Weather radar data are obtained from the combination of two weather radars located 
in Schiphol and De Bilt, the Netherlands. These two radars are operating in C-band. 
Measurements from these two radars are combined into the reflectivity mosaic that 
covers completely the Netherlands. This mosaic is available every 15 min. From the 
observed reflectivity the rain rate is calculated using a standard Z-R relation 

Z=200 R 1.6 (A.4.20) 

It should be noted that this relationship accuracy can be a factor 3 too large or too 
small, which causes one of the main uncertainties in the phase delay calculations. 

A.4.7  Synthesis 
In Figure A.49 and Figure A.50 comparisons between weather radar and InSAR 
measurements are shown. It can be see that in all the cases the propagation delays 
caused by raindrops are much smaller than the observed delay. To estimate the signal 
delays due to the rain, we used Equ. (A.3.4) – (A.3.6) to calculate the path delay per 
vertical km. From radiosonde data we then obtain the height of the zero isotherm 
which was used to estimate the total path through the rain. 

It should be noted that these calculations do not include estimations of the delay due 
to the melting layer of precipitations and due to the precipitating cloud above the 
melting layer. However, we expect that contribution of the melting layer is rather 
limited since it occupies the limited height range (usually in the order of few hundred 
meters). The precipitating cloud on the other hand can have a rather large height 
range, but due to the fact that the relative permittivity of ice is much smaller than the 
one of water the contribution of the precipitating cloud to the signal delay would be 
negligible. 

Neither changes in pressure nor changes in temperature can explain the enhanced 
slant delay in the rain area. Therefore, the most probable explanation would be an 
increase in the water vapour concentration due to partial evaporation of the raindrops. 

Based on these two examples we can argue that precipitation does cause an enhanced 
signal delay,  less than 3% of the total observed slant delay. Therefore, the dominant 
contribution to the strong increase in delay over the areas of precipitation is an 
increase in water vapour concentration due to partial evaporation of raindrops.  

A.4.8 Conclusions and recommendations 
In this chapter on retrieval algorithms we have concentrated on the question how to 
resolve the acquisition ambiguity in the radar interferograms. In terms of atmospheric 
parameters it is relatively straightforward how to compute integrated water vapour 
content from the delay signal, assuming some knowledge on the pressure distribution 
and the temperature over the area of interest. The influence of liquid water was 
discussed and estimated to be less than 3% of the total observed delay. 
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Figure A.49 The cold front observation (adapted from Hanssen et al 1999) (A) 
SAR interferogram of 3 and 4 October 1995, 21.41 UTC .The boundary of the 
cold front is clearly visible. (B) Weather radar image from 4 October 1995, 
21.45 UTC. It can be seen that areas of large slant delay correspond to the 
areas of high rain intensity. In (B) the rain rate is used to calculate the slant 
delay due to droplets [mm]. It can be observed that propagation delay 
through rain is less than 3% of the total slant delay shown in (A). 

 

Regarding the acquisition ambiguity resolution, it can be concluded that it is possible 
to obtain a reasonable estimate of the (precipitable) water vapour distribution per SAR 
acquisition using the single-master and the cascade approach. However, since the 
cascade approach can be tuned to use an optimal combination of baselines (temporal 
and perpendicular), this approach is probably the most promising for many areas of 
interest. Meteorological interpretation is possible and leads to new insights in 
mesoscale weather phenomena. In particular, the fine spatial resolution and the high 
accuracy is unprecedented.  
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Figure A.50 Precipitation measurements. (A) SAR interferogram acquired on 
29 and 30 August 1995. (B) Weather radar measurements taken on 29 
August 1995. In this figure both rain rate and slant delay are depicted. The 
slant delay caused by propagation through the precipitation media is about 
3% of the total observed delay. 

The most important limitation to the reliability of the estimated APS per acquisition is 
the inherent rank defect in the system of equations. Nevertheless, when a large 
number (tens) of interferograms are available it is possible to perform a reliable 
adjustment (the single-master stack and  the cascade approach) which give estimates 
of the APS per acquisition. Quantitative validation of the results is difficult due to the 
lack of supporting meteorological data with similar resolutions and accuracies and 
acquired at the same time as the radar data.  

The importance of coherent and contiguous 2D phase information is underlined in the 
discussion on the estimation of APS from a permanent scatterer analysis. Noise on the 
data is the most important limitation here. Although is possible to estimate a smooth 
signal using kriging algorithms, this is essentially a filtering step, in which the filter 
determines the amount of similarity between the experimental results and theory. 
Objective validation is difficult in these cases.  

Based on the results from this study, it can be concluded that the use of 
Interferometric Radar Meteorology reached a higher level due to the resolution of the 
acquisition ambiguity, making it easier for meteorologists to interpret and use the 
SAR data for their analyses. In particular, the fact that all radar acquisitions can be 
analysed for their atmospheric signal makes both the archived and future data of SAR 
satellites extremely valuable. Nevertheless, it is necessary to convince the 
meteorological community from the benefits and potential of the technique, and to 
stimulate atmospheric studies in this field. Therefore, it is recommended to perform a 
full-scale and in-depth meteorological analysis of, say, 20 areas of interest in different 
climatological settings using the cascade technique. For example, using the severe 
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weather databanks it would be valuable to search for specific atmospheric 
circumstances where fine-resolution, high-accuracy data are usually lacking. 
Producing such a large set of examples is expected to be the best way to foster 
research in InSAR techniques for atmospheric science. 

Further recommendations can be made to the development of L-band sensors, which 
combine less sensitivity to temporal decorrelation with a relaxed constraint on the 
maximum baseline length. This would lead to a larger percentage of meteorologically 
interpretable data. The combination of such an L-band sensor with ScanSAR1 
technology and a high orbital repeat frequency would lead to an optimal coverage of 
the world and wider, hence better interpretable, swaths. The slight reduction in spatial 
resolution is acceptable for such configurations. 

                                                 
1 Note that burst synchronization would be essential for interferometric ScanSAR applications. 
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B.1 LITERATURE REVIEW 

B.1.1 Introduction 
The literature regarding methods and applications of SAR interferometry over snow 
and ice is reviewed, with focus on papers that are of particular interest for 
development of new interferometric retrieval algorithms. The main application of 
InSAR over snow and ice has been mapping of surface topography and ice motion. 
Some hundred papers on these topics have been published. As this is a well 
established application, only some key papers are cited in this review (section B.1.3). 
Only few papers on retrievals of other physical properties of snow and ice have been 
published in the open literature. These are reviewed in section B.1.4. Because 
electromagnetic wave propagation in snow and ice is of relevance for the further work 
in this study, several key papers on this topic are reviewed in section B.1.2. 

B.1.2 Radar wave propagation in snow and ice 
For the interpretation of interferometric signatures of snow and ice and for the 
development of InSAR retrieval techniques it is essential to know about the 
dominating interaction mechanisms of radar waves with these targets. In this section 
the main factors of relevance for backscattering from snow and ice in the L- to X-
band range and key papers on related experimental and theoretical work are briefly 
summarized. 

Snow is a mixture of air, ice crystals, and, if melting, liquid water. The percentages 
and distribution of these components in the snow volume may vary significantly, 
depending on the metamorphic state of the snow pack (Colbeck, 1982). In glacier ice 
air bubbles occupy only few per cent by volume (Paterson, 1994). In ice at melting 
point a water film forms at the grain boundaries. On glacier ice surfaces often tiny 
water-filled depression (cryoconite holes) develop due to selective melting. Sea ice is 
a mixture of ice, air bubbles and brine and may show highly diversified morphology 
depending on ice type, history of ice formation, and environmental conditions 
(Arcone et al., 1986; Winebrenner et al., 1992). Below we focus on the main 
microwave propagation and scattering characteristics of seasonal snow, glacier ice 
and polar firn. 

The propagation of electromagnetic waves in snow is governed by the complex 
permittivity which is strongly dependent on liquid water content. In the 1 MHz to 10 
GHz range the real part of the permittivity of pure ice is independent of frequency: ε’i 
= 3.185 (T ≅ -4°C), and the permittivity of dry snow, ε’s, depends on the density ρs 
(Mätzler, 1987). For  ρs < 0.45 g cm-3 the following polynomial fit matches very well 
the experimental data (Mätzler, 1996):  

3861.15995.11 sss ρρε ++=′    (dry snow) (B.1.1) 

The real part of the permittivity shows a very weak dependence on temperature as 
long as there is no liquid water in ice or snow (Mätzler, 1998). The imaginary part of 
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the permittivity of pure ice, ε”i, and snow, ε”s, varies with frequency and temperature.  
At T = 250 K the minimum of ε”i ≅ 10-4 is found near 1 GHz (Mätzler, 1998). Equ. 
(B1.2), developed by Hufford (1991) describes ε”i in dependence on frequency, f: 

f
fi βαε +=′′  (B.1.2) 

The parameters α and β depend on temperature (Mätzler, 1996). As an example, the 
values for T = 260 K are: α= 2.0 10-4, β = 6.96 10-5. The imaginary part of the 
permittivity of dry snow can be calculated from the permittivity ε”i by:  

isss ερρε ′′+=′′ )52.048.0( 2      (dry snow)  (B.1.3) 

Neglecting attenuation due to scattering in the snow volume, in case of εs’’<<εs’ the 
penetration depth in dry snow can be estimated according to:  

επ
ελ
′′
′

=
2
0

pd  (B.1.4) 

This represents an upper limit of penetration. At C - band, for example, dp = 90 m is 
derived with this equation for ρs = 0.5 g cm-3 and T = 260 K. Because the dielectric 
loss factor is so small, scattering in snow and ice plays even a role at frequencies 
which are comparatively large relative to the size of the scattering particles, as for 
example C-band. Experimental data measured at natural snow and cold polar firn 
(Figure B.1.1) show that the penetration is smaller than the numbers derived by Equ. 
(B.1.4), but the equation provides the right order of magnitude. 

 

 
Figure B.1.1: Microwave penetration depth:  dry snow from measurements 
of alpine snowpack (Mätzler, 1987),  field measurements of dry Antarctic firn 
(Rott et al., 1993),  inversion of SMMR data, Antarctic Plateau (Rott, 1989). 
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The measurements show penetration depths for dry Alpine and Antarctic snow of 
about 20 m at 5 GHz and about 10 m at 10 GHz. This has strong impact for the 
analysis and interpretation of InSAR data of dry snow and firn, as the scattering phase 
centre can be several meters below the snow surface. The effect of grain size on the 
penetration depth becomes obvious towards higher frequencies in Figure B.1.1, where 
dp of Antarctic firn is somewhat smaller than of more fine-grained Alpine winter 
snow. 

The penetration depth decreases strongly if snow contains liquid water. Using the 
equations for calculating the complex permittivity of wet snow of Mätzler (1987), 
Figure B.1.2 shows dp in dependence of liquid water content, Vw, calculated according 
to Equ. (B.1.4). It is obvious that at X- and C-band the volume scattering contribution 
of snow during the melting period, with typical values for Vw of a few per cent by 
volume, is very small. At L-band the volume contribution is relevant, because dp is of 
the order of 0.5 m to 1 m. 

 

 
Figure B.1.2: Penetration depth, dp, in wet snow as function of liquid water 
content, Vw (% by volume) at 1.24, 5.3 and 9.6 GHz. 

The dielectric properties and penetration depth provide an important basis for 
estimating the layers which contribute to the radar signal of snow packs. Based on a 
first order radiative transfer model, the components contributing to backscattering 
from ground covered by a single snow layer can be written in terms of backscattering 
coefficient (Shi and Dozier, 2000b): 

g
ppi

segv
pp

v
pp

a
pp

t
pp

d σθ
κσσσσ ⎥⎦

⎤
⎢⎣
⎡−Τ+++= cos

2exp2  (B.1.5) 

where superscript t, a, v, gv, and g refer to total backscattering, backscattering from 
the air-snow interface, direct volume contribution from the snow-pack, ground-
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volume interaction and backscattering from the snow-ground interface, respectively. T 
is the power transmissivity for a plane boundary at the air-snow interface, κe the 
volume extinction coefficient and ds the snow depth. The direct volume 
backscattering contribution from the snow pack is 
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3)()( 2  (B.1.6) 

where ω is the volume scattering albedo. For most snow and ground surfaces the 
Integral Equation Model (IEM) is well suitable to estimate scattering at L- and C-band 
frequencies (Fung, 1994). Because snow is an aggregate of densely packed small 
particles forming an inhomogeneous medium, the standard radiative transfer approach 
with the phase function based on far field interaction does not accurately describe the 
volume scattering behaviour, though even this simple approach is suitable to obtain a 
first estimate. The Dense Medium Radiative Transfer theory (DMRT) takes into 
account the correlation between scatterers, where the wave interactions between 
different particles are weighted by the pair distribution function of particle positions 
(Wen et al., 1990). This results in different expressions for the extinction coefficient 
and albedo compared to the classical radiative transfer equation (Fung and Chen, 
1989). A DMRT solution, which takes into account size distributions of scatterers, has 
been applied to account for a sensitivity study on backscattering from snow in the 5 to 
17 GHz range (West et al., 1993). The results show that the size distribution is 
particularly important in the low frequency limit when scattering is strongly 
dependent on particle size. 

In spite of the advancements of DMRT, forward modelling of backscatter from the 
natural snowpack is still not fully satisfactory, in particular if the calculations are done 
over a range of frequencies or in polarimetric mode (Floricioiu and Rott, 2001; 
Floricioiu, 1997). The main problem are the insufficient capabilities of present 
scattering models to accurately account for the structural and stratigraphic properties 
of natural snow. Layering related to different snowfall events and metamorphic states 
(Alley, 1988), grain clustering and sintering result in highly complex structures of 
snowpacks (Colbeck, 1997) which are difficult to measure and to take into account in 
scatter models. 

Measurements at thin sections have been carried out to quantify the textural 
properties of polar firn for remote sensing applications by means of stereological 
measures (Alley, 1987). Mätzler (1997) and Wiesmann et al., (1998) obtained 
statistical information about snow structure from digitised snow sections and used this 
information for microwave emission modelling. Zurk et al. (1997) used 2-D 
stereological data from snow samples to derive 3-D pair distribution functions for 
scattering calculations with the DMRT, resulting in a successful attempt to utilize 
measured quantitative data on snow texture for forward modelling. Field 
measurements show strong impact on layering for C- and X-band scattering and 
emission of polar firn (Rott et al., 1993). Models accounting for layering have been 
developed and applied for microwave emission (West et al., 1996), but such models 
are not yet available for radar scattering. 
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B.1.3 InSAR application for ice motion and topography 
SAR interferometry is widely used for surveying and monitoring mountain glaciers, 
high latitude glaciers, ice caps, and the large ice sheets of Antarctica and Greenland. It 
has become an important tool for studies of ice dynamics and ice/climate interactions 
Many papers on this application of InSAR can be found in the Journal of Glaciology, 
in the special issue on Remote Sensing in Glaciology of Annals of Glaciology 
(Winther and Solberg, Eds., 2002), the Proceedings of the FRINGE Workshops (ESA, 
1997; ESA, 2000a), the Proceedings of the ERS-Envisat Symposium (ESA, 2000b), 
and in the Proceedings of several other symposia, including the IGARSS conferences 
of the last several years. A summary of InSAR applications for glaciology is included 
in the overview paper by Rosen et al., (2000). Because the application InSAR of 
InSAR for topography and motion of glaciers and ice sheets is well established, only 
some key papers are briefly discussed below and open issues are addressed. 

The interferometric phase in repeat pass mode from a moving glacier for a pixel x 
(position vector defined by azimuth and slant range coordinates) is made up by the 
following components:  

)()()()()()( xxxxxx oatsdis φφφφφφ ++++=  (B.1.7) 

where φs and φt are the geometric phase contributions due to across track  position and 
topographic elevation, which depend on the baseline. φa is the atmospheric phase 
contribution due to different propagation conditions in the two SAR images. φo is a 
phase contribution due to changes of the scattering object. The motion-related phase, 
φdis = 4π∆R0/λ, is caused by displacement of the target in the direction of line-of-sight 
(LOS) of the satellite during the time interval between the two satellite data 
acquisitions. 

Considering Equ. (B.1.7), it is obvious that certain assumptions are needed to retrieve 
topography and motion. More or less all of the InSAR retrievals carried out over ice 
sheets and glaciers assume that the atmospheric phase contribution, φa, is 
negligible. The reason is that usually not sufficient InSAR pairs are available to 
account for the atmosphere. Because the atmospheric water vapour content in glacier 
regions is comparatively low, in particular in winter, this assumption probably does 
not cause any significant error in most cases, but under certain conditions may be 
disturbing. Also φo is assumed to be zero, which is reasonable as shifts of the target 
phase would usually cause decorrelation.  

After subtracting the flat earth phase contribution, φs , using precise baseline data, the 
motion-related and topographic phase have to be separated. If no external digital 
elevation data (DEM) are available, the differential technique has to be applied, using 
at least two interferograms (Joughin et al., 1996). Under the assumption that φa and 
the ice velocity is the same in both interferograms [φdis(1) = φdis(2)] a double-
difference interferogram is formed: 
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where Bn is the perpendicular baseline, θl is the radar look angle, and R0 the slant 
range. The topography, calculated with double-difference interferograms, is then 
rescaled to one of the interferograms and subtracted to obtain the motion-only 
interferogram. 

A limiting factor for this method is the condition of steady state velocity for the two 
interferograms. Many glaciers reveal seasonal cycles of ice velocity related to water 
pressure (Paterson, 1994). In addition, surging glaciers exhibit large temporal 
variations of ice velocity (Björnsson et al., in press; Kamb, 1987). Other factors 
causing large temporal changes of ice velocity are variations of geothermal heat flow 
and subglacial volcanic activity (Björnsson, 2002). In these cases it is necessary to use 
synthetic interferograms calculated from external DEMs to subtract the topographic 
phase (Björnsson et al., 2001, Björnsson, 2002; Gudmundsson et al., 2002). A 
problem is that accurate and current DEMs are often not available. 

For most ice dynamic studies and for ice flow modelling the three-dimensional 
velocity vector is needed: 

zzyx vˆvˆvˆv +=++= hvzyxv  (B.1.9) 

where vh is the horizontal velocity vector. A widely used approach for estimating the 
three components of v from the LOS velocity is the surface parallel flow 
assumption: 

[ ] hvT
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∂=  (B.1.10) 

where S is the surface height. In principle the velocity vector can be derived with this 
assumption for interferograms from a single look direction, but only if the flow 
direction differs sufficiently from the along-track direction (Nagler et al., 2002). 
Therefore interferograms from both the ascending and descending passes are used to 
retrieve the 3-D velocity (Joughin et al., 1998; Mohr et al., 1998). If only an 
interferogram from a single look direction is available, an option to retrieve the 
velocity vector is the mapping of flowlines from optical and/or SAR images in 
combination with an external DEM, as applied with SIR-C interferometric data of 
Patagonian glaciers and verified with field data (Rott et al., 1998). 

The assumption that ice flows in direction of maximum surface slope is only 
reasonable if the surface flow is uniform over an area extending over at least 10 ice 
thicknesses, the shallow ice assumption (Paterson, 1994). Even for a steady-state 
glacier this assumption is not fully valid, because in the accumulation areas a negative 
vertical velocity component exists (downwards), and in the ablation area an upward 
component (Reeh et al., 1999). For non steady-state glaciers the assumption of surface 
parallel flow can result in large errors also for the horizontal motion vector (Mohr et 
al., 2003). A possibility for accurately deriving the field of the 3-D surface velocity 
vector is the combination of InSAR analysis from ascending and descending orbits 
with airborne ice thickness maps, using the principle of mass conservation (Reeh et 
al., 2003).  

An important question for accurate retrieval of surface topography of glaciers and 
ice sheets is the penetration of the radar signal. Usually the InSAR analysis is carried 
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out at dry snow conditions because in case of melting the signal decorrelates rapidly. 
For dry snow and firn the penetration is substantial (Figure B.1.1), and the interfero-
metrically derived surface topography may differ significantly from the true snow or 
ice surface. Rignot et al. (2001) compared airborne InSAR topography with laser 
altimetry data of Greenland and Alaska. On cold polar firn at Greenland summit the 
InSAR phase centre on the average was 9 m below the surface at C-band, and 14 m at 
L-band. Over glacier ice the difference was in general smaller, with the exception of 
cold marginal ice in northeast Greenland where they report on penetration up to 120 
m at L-band. Comparison between laser altimetry and airborne C-band EMISAR 
interferometry showed a bias of 10 m at the high elevation zone of Geikie ice cap in 
East Greenland (Forsberg et al., 2000). 

B.1.4 InSAR retrievals of snow and ice properties 
Apart from the classical InSAR applications, namely topography and motion, 
interferometric coherence or phase shifts should also be able to provide information 
on certain physical properties of snow and ice.  

Complementary to SAR amplitude images, InSAR data have been used for 
characterisation of sea ice type and for mapping ice movements. A case study, carried 
out in the Baltic with 3-day ERS-1 repeat pass SAR data indicated that both phase and 
coherence provide useful data for sea-ice dynamics and classification (Dammert et al., 
1997; 1998), but no retrieval algorithm has been developed. In a case study it was 
shown that ERS-1 coherence data from 3-day repeat pass are useful for monitoring 
changes of river ice (Li et al., 1997). 

For perennial snow and ice and the seasonal snow cover previous work suggests 
possibilities for retrieving the following variables:  

1.Penetration depth (related to snow and ice diagenetic facies) 
2.Snow extent 
3.Snow mass (Snow Water Equivalent, SWE) 

B.1.4.1 Coherence of snow and ice 
A very important topic for InSAR applications of snow and ice is the question of 
temporal decorrelation. Because of rapid decorrelation, most of the work on glacier 
motion and topography is based on one-day repeat pass data (ERS tandem), followed 
by 3-day repeat pass data of the ERS ice phase. Only over the cold polar ice, such as 
interior of Antarctica, where ice motion is slow and accumulation is very small, 
coherence may be preserved over periods of several weeks, as demonstrated for ice 
motion analysis with 24-day cycle (Radarsat) and 35-day cycle (ERS) repeat pass data 
(Kwok et al., 2000). 
The main factors for temporal decorrelation of snow and ice are: 

• Surface melt 
• Snowfall 
• Snow drift (wind erosion and deposition) 
• Volume wavenumber shift (volume decorrelation in dry, transparent firn; 

dependent on baseline) 
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• Surface rotation and deformation at pixel and sub-pixel scale (e.g. in shear 
zones) 

• Thermal noise (relevant for snow types with low σ° or on backslopes) 

At C-band surface melt of snow and ice often results in complete decorrelation even 
within one day (Rott and Siegel, 1997; Strozzi et al., 1999). Because of the somewhat 
higher penetration in snow and ice also in melting conditions (Figure B.1.2), L-band 
coherence over one day may be sufficient for interferograms generation (Rott et al., 
1998). 

Snow redistribution by wind (snow drift) and snowfall in the time interval between 
the image acquisitions also often cause complete decorrelation, as shown with ERS 
SAR tandem data of Alpine test sites (Rott and Siegel, 1997) and three-day repeat 
pass data of Alaska (Li and Sturm, 2003). Also Askne et al. (1997) found wind 
redistribution of snow an important factor for decorrelation of snow covered fields at 
time scales of several days. 

Volume decorrelation: The interferometric coherence depends on the degree of 
spectral correlation between the radar measurements carried out under slightly 
different incidence angles, θ and θ+∆θ. This results in a spectral wavenumber shift in 
not only at a surface (often called baseline decorrelation), but also in the vertical 
direction (Gatelli et al., 1994). The wavenumbers in ground range, ky, and in 
elevation, kz, are: 

y
2k sin ;
c
ω= θ z

2k cos
c
ω= θ  (B.1.11) 

where ω = 2πf is the radar frequency. The vertical components of the wavenumbers in 
the two SAR images of an interferogram are slightly shifted: kz and ∆kz. Assuming 
that the volume contribution is a linear superposition of the signal of individual 
scatterers, the wavenumber shift is (Gatelli et al., 1994): 

z
2 2k

c cos c sin
− ∆ω − ω∆θ∆ ≅ =

θ θ
 (B.1.12) 

The spectral correlation function for the signal from a box of vertical dimension ∆z is: 
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 (B.1.13) 

Volume decorrelation plays a role if 

nB
Hz
2

tanθλ≥∆  (B.1.14) 

where H is the satellite altitude and Bn is the normal baseline. As an example, for ERS 
with Bn = 250 m complete decorrelation is expected for ⏐∆z ⏐ ≥ 38m. This shows 
clearly that volume decorrelation can be very relevant for dry polar firn and dry snow 
on firn areas of glaciers, but not for the seasonal snow cover. 
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Surface rotation of a target in respect to the radar look direction, as for example 
observed in shear zones along glacier margins or at boundaries of ice streams, is 
another geometrical factor causing decorrelation (Zebker and Villasenor, 1992). 
Complete decorrelation results for C-band (ERS) after a rotation of 0.7°. In zones of 
strong shear, as found close to fronts of calving glaciers, another factor for 
decorrelation can be deformation at sub-pixel scale. 

B.1.4.2 Possibilities for InSAR retrievals of snow and ice variables 

B.1.4.2.1 Penetration depth / diagenetic snow and ice facies. 
Maps of penetration depth, dp, of the radar signal in snow and ice is on one hand of 
interest for correcting interferometrically retrieved topography (section B.1.3), on the 
other hand dp is also related to the diagenetic glacier facies, which is an important 
parameter for studies of ice dynamics and ice/climate interactions. Based on ERS 
interferograms over time intervals of 3 to 18 days, Rott and Siegel (1997) derived the 
degree of coherence, γ, for various types of polar snow and ice in Dronning Maud 
Land, Antarctica. Figure B.1.3 shows a clear dependence of γ on the normal baseline 
Bn for a site the Amundsen ice plateau with dry polar firn. Some of the data are 
slightly effected by temporal decorrelation. The relation between γ and Bn shows 
considerable variability in this region, depending on the metamorphic state and 
texture of the snow volume. 

 
Figure B.1.3: Degree of coherence for dry polar firn in Dronning Maud Land, 
Antarctica, derived from ERS SAR data, in dependence of normal baseline 
(from Rott and Siegel, 1997). 

Hoen and Zebker (2000) developed a theoretical relation between the penetration 
depth of dry polar firn and coherence and applied this relation to calculate dp over 
various test sites in Greenland, based on ERS InSAR data over 1 to 9 days time spans. 
Under the assumption that the volume consists of uniformly distributed and 
uncorrelated scattering centres and that σ° varies only as function of depth z, they 
derived the following relation for the cross-correlation of the two SAR images: 
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where Rr is the slant range resolution in free space, ε is the permittivity, and δθr is the 
difference of the refraction angle into the snow volume between the two  
SAR images. The spatial decorrelation consists of two components  
γ(spatial) = γ(surface) ⋅ γ(volume). The decorrelation factor for the volume can be 
estimated by  
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Hoen and Zebker (2000) found clear differences in the relation between γ(volume) and 
Bn for different ice regions of Greenland. This study, as well as the investigations of 
Rott and Siegel (1997) suggest that InSAR coherence in combination with σ° should 
provide a useful basis for retrieving diagenetic glacier facies. Detailed maps of 
penetration depth would also be of interest for support of Cryosat data analysis, 
because radar signal penetration plays an important role for radar altimetry retrievals. 

B.1.4.2.2 Snow areal extent 
The interferometric signal decorrelates rapidly over melting snow surfaces (Rott and 
Siegel, 1997). This offers in principle the possibility to map melting snow areas (Li et 
al., 2001; Strozzi et al., 1999). An automated algorithm for wet snow mapping has 
been developed by Nagler (1996), (Nagler and Rott, 2000), based on change detection 
of multitemporal SAR images. Because of the increase of σ° of wet snow towards low 
incidence angles (Mätzler, 1987; Rott, 1997), classification using backscattering ratios 
is problematic at incidence angles below about 20°. 

An advantage of coherence as classifier for wet snow is the fact that it shows little 
dependence on the incidence angle, which is of particular interest for applications in 
mountain areas. 

A disadvantage is the need for short time spans because the classification is based on 
a coherence threshold. The SAR signals of wet snow decorrelate rapidly, but also 
other targets, such as forests, show rapid decorrelation (Askne et al., 1997). For this 
reason repeat pass data of few-day time spans (preferably one day) would be needed 
for wet snow classification by means of coherence. 

The possibility for classification of dry snow areas by means of coherence is still an 
open question. The coherence of Alpine areas covered with dry snow is very high in 
winter over one-day time intervals, as long as snow is dry and neither snowfall nor 
wind drift occur. Within 35 day repeat intervals the signal decorrelates usually 
completely over Alpine snow-covered areas also in case of dry snow. 

So far only feasibility studies have been carried out for snow mapping by means of 
coherence, but no reports or articles have been published on development of an 
operational retrieval algorithm. 

B.1.4.2.3 Snow water equivalent (SWE) 
The mass of snow on the ground, the snow water equivalent (SWE), is a very 
important variable for determining the runoff from snow covered basins and for 
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climate research. SWE is defined as the product of snow density and depth, and 
represents the amount of water potentially available for runoff. Because SWE is very 
variable due to topographic effects affecting deposition during snow fall and re-
distribution by wind, estimation of SWE for an area is subject to large errors if 
extrapolated from in situ point measurements. Several attempts have been made to 
derive SWE from EO data in the microwave domain (active and passive), because 
microwaves provide the required penetration into the snowpack. Field experiments 
indicate that the relationship between backscattering coefficients and SWE is quite 
complex, since the backscattering from a dry snow cover depends not only on SWE 
but also on other properties of the snowpack.  

An algorithm to estimate SWE from multifrequency polarimetric SAR data was 
developed by (Shi and Dozier, 2000a, 2000b). This algorithm seems to work under 
specific environmental conditions. It was developed and tested in the Californian 
Sierra Nevada using SIR-C data. We tested the algorithm with SIR-C data of the 
Alpine test site Ötztal, where it did not produce any reliable results. An other 
procedure to derive SWE from C-band SAR data was proposed by Bernier and Fortin 
(1998). They developed a model which links the scattering coefficient to the freezing 
depth of the underlying soil which is related to the snow depth. This algorithm also 
seems to require specific soil and snow conditions to be applicable. Theory and 
preliminary experimental data suggest Ku-band SAR as a suitable sensor for SWE 
mapping, which lead to the proposal of SnowSat for an Earth Explorer Mission (Rott 
et al., 2003). Though this mission received excellent marks in the first round review, 
it was not selected for implementation in the final round. In summary, no widely 
applicable and robust algorithm for estimating SWE is yet available. 

In principle the phase shift in dry snow offers the opportunity to map SWE by means 
of interferometric repeat pass SAR data (Guneriussen et al., 2001). For ground 
covered with dry winter snow the main scattering contribution at the L- to X-band 
range comes from the snow-ground interface. A uniform layer of snow with depth ds, 
falling in the time interval between the acquisition of the two SAR images of an 
interferogram, causes the phase shift ∆φSWE given by 

( )24 cos ' sinSWE s i i
i

dπφ θ ε θ
λ

∆ = − − −  (B.1.17) 

At θi = 23° a phase shift of one fringe is caused by a change ∆SWE = 3.3 cm at 5.3 
GHz, which corresponds to ds = 32.6 cm for snow with density ρs= 0.1 gcm-3 (typical 
for fresh snow) or ds = 10.9 cm with ρs= 0.3 gcm-3 (average value for dry seasonal 
snow). At L - band the corresponding values for SWE and ds are higher by a factor of 
about four. 

Guneriussen et al. (2001) show one example of a tandem interferogram from March 
1997 for a test area in Norway where, after subtracting the topographic phase derived 
from an external DEM, they found a local phase shift which they attribute to the 
change of snow depth (Figure B.1.4). At that time the snow depth in this region was 1 
to 4 m, the snow was dry, and only very little snowfall was observed at the nearest 
meteorological station, about 20 km away. The authors presume that the phase shift 
was caused by snow redistribution due to wind. According to our experience (Rott 
and Siegel, 1997) and the investigations of Li and Sturm (2003) in Alaska, wind 
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deposition or erosion causes significant decorrelation, because the snow layers built-
up or deleted would usually not be uniform. 

 
Figure B.1.4: Topographically corrected ERS tandem interferogram of 12/13 
March 1997 from Heimedalen, Norway. Residual fringes are attributed to 
change of snow depth (from Guneriussen et al., 2001). 

Though theory confirms the possibility to estimate SWE, deposited in the time 
interval between two SAR image acquisitions, by means of phase shifts, clear 
experimental confirmation is still missing. The uniformity of the process of snow 
deposition at pixel scale, affecting coherence, plays probably a major role. In any case 
InSAR pairs with short time intervals (one to a few days) would be needed in case of 
C-band data. This can be relaxed with L-band. 

Another possibility for mapping areal extent and depth of snow has been reported by 
Koskinen (2001). With C- and L-band airborne TOPSAR data they showed the 
possibility to estimate snow depth in case of melting snow by comparing the snow-
covered DEM (with the signal coming from the snow-surface) with a snow-free DEM. 

B.1.5 Summary and conclusions 
Theory and experimental investigations of radar propagation in snow and ice are 
reviewed. An overview of repeat pass InSAR methods and applications for mapping 
and monitoring topography and motion of glaciers and ice sheets is presented. Factors 
of relevance for coherence in snow and ice are discussed in detail. 

The following snow and ice variables have been identified for which preliminary 
work suggest good possibilities for development of InSAR retrievals algorithms: 

• Diagenetic glacier facies (related to SAR penetration depth) 
• Snow extent (for wet snow) 
• Snow mass (snow water equivalent, SWE) 

The status of knowledge on InSAR signals and possible methods for deriving these 
variables are discussed, and needs and possibilities for further developments are 
briefly addressed. 
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B.2 IDENTIFICATION OF VARIABLES AND TECHNIQUES 

B.2.1 Introduction 
In the literature review (chapter B.1) the following variables of perennial snow and 
ice and the seasonal snow cover were identified as promising candidates for the 
development of new retrieval techniques based on radar interferometry: 

1. Diagenetic glacier facies (related to SAR penetration depth) 

2. Snow extent (if snow is wet) 

3. Snow mass (snow water equivalent, SWE) 

The physical background for retrieving these variables is reviewed in this chapter and 
the data sets available for development of retrieval algorithms in the project are 
specified. 

B.2.2 Diagenetic glacier facies 
The diagenetic facies of a glacier or ice sheet refers to properties of the surface layer 
of snow and ice. The facies are related to the pattern of accumulation, ablation and 
snow metamorphosis and are basic information for studies of glacier mass balance 
and glacier/climate interactions (Paterson, 1994). The temporal evolution of these 
facies is, for example, a sensitive indicator of climate change. 

 

 

Accumulation area

Equilibrium line:
gain = loss

Melting
ice

Ablation area

Soaked zone

Percolation  zone

Dry snow zone

 
Figure B.2.1: Characteristic glacier zones (glacier facies). 
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The main glacier facies are the dry snow zone, percolation zone, soaked zone and 
ablation zone (Figure B.2.1), which can be further subdivided (Paterson, 1994). In the 
dry snow zone no melting occurs any time, so this zone is found only on ice sheets 
and upper zones of high latitude glaciers. In the percolation zone some surface 
melting occurs in summer, and the melt water penetrates a certain distance into the 
cold firn where it refreezes. In the wet now zone, by the end of summer, all snow 
deposited during the last year is at melting point and melt water percolates to deeper 
layers which are also close to zero degree, though in some layers or at some locations 
temperatures below zero may persist. The ablation area, located below the equilibrium 
line, refers to the zone where the annual mass balance is negative. 

Optical satellite imagery has been used for mapping glacier facies (Williams et al., 
1991), but this may lead to misclassifications, as optical data are only sensitive to 
surface properties of snow and ice. Because of the penetration capability SAR data are 
more suitable for analysis of glacier facies. Backscattering thresholds in single-term, 
or preferably multi-temporal, ERS SAR data (Nagler, 1996), Partington (1998) 
Ramage et al. (2000), and Radarsat data (Demuth and Pietroniro, 1999) were used for 
discriminating various glacier zones, but no objective methods is available for clearly 
relating the backscattering properties to physical properties of the glacier facies. 
Studies with multi-frequency polarimetric SAR suggest improvements for 
classification of snow and ice facies, but only limited data sets have been available so 
far (Floricioiu and Rott, 2001), (Rott and Davis, 1993), (Jezek et al., 1993), (Foster et 
al., 1996). 

Penetration of radar waves in snow and ice is strongly dependent on the metamorphic 
properties of these targets and therefore also on the glacier facies. The penetration 
depth, dp, would offer a quantitative measure for description of snow scattering and 
absorption properties (see chapter B.1) and should be a very useful classifier for 
mapping of glacier facies. Detailed maps of penetration depth would also be useful for 
correcting interferometric data of surface elevation of glaciers and ice sheets, because 
the scattering phase centre can be many meters below the surface. In addition, signal 
penetration plays an important role for radar altimetry retrievals. 

In section B.1.4 the theoretical relation between the penetration depth of dry polar firn 
and coherence, developed by Hoen and Zebker (2000) was briefly described. In the 
following more details are presented. The viewing geometry, with interferometric 
acquisition from antennas A1 and A2, is shown in Figure B.2.2(a). The spectral 
wavenumber shift due to volume scattering is illustrated in Figure B.2.2(b). 

The spectral shift in direction z for two SAR signals, observed from the two angles θ 
and (θ+∆θ), is equivalent to (Gatelli et al., 1994)  

θ
θω

sin
2

ckz ∆≅∆  (B.2.1) 

The coherence depends on the spectral correlation between the measurements in kz 
and (kz + ∆kz) which is related to the depth ∆z of the volume contributing to the signal 
of a resolution element. 
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Figure B.2.2: (a) Interferometric viewing geometry for scattering from a snow 
volume (from Hoen and Zebker, 2000). (b) Wavenumber representation of 
the spectral shift (after Gatelli et al., 1994). 

The signals of a resolution element measured at the antennas A1 and A2 can be 
expressed by: 
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where f(y,z) is the complex backscatter function for each point in the volume, r0 is the 
range to the scattering centre, ε is the permittivity of the medium, and θr is the 
refraction angle. Wr(y,z) is the range-dependent system impulse response. The cross-
correlation of the two signals is 

( ) ( )

* * ( , ) *
1 2

1 2 1 2

( , ) ( , ) e ( , ) ( , )

where
4( , ) sin sin cos cos

i y z
r r

r r

VV f y z f y z W y z W y z dydzdy dz

y z y z

β

πβ θ θ ε θ θ
λ

−′ ′ ′ ′ ′ ′= ⋅

⎡ ⎤= − − −⎣ ⎦

∫∫ ∫∫
 (B.2.3) 

Assuming that the volume consists of uniformly distributed and uncorrelated 
scattering centres, the backscatter function can be described by 

*( , ) ( , ) ( , ) ( , )f y z f y z y z y y z zσ δ′ ′ ′ ′= ° − −  (B.2.4) 

where σ° is the normalized radar cross section of each point in the medium. In this 
case [with θ = (θ1 + θ2)/2,  etc.] the interferometric product is 



PAGE B-16 SAR INTERFEROMETRY FOR  
BIO- AND GEO-PHYSICAL RETRIEVALS 

ESA CONTRACT NO
16366/02/NL/MM

 

 

20 FEBRUARY  2004 SNOW AND ICE PARAMETERS FINAL REPORT

 

( )

2* ( , )
1 2 ( , ) e ( , )

where
4( , ) cos sin

i y z
r

r r

VV y z W y z dydz

y z y z

ησ

πη θδθ ε θ δθ
λ

−= °

= +

∫∫
 (B.2.5) 

With an un-weighted radar transfer function the range-dependent system impulse 
response can be approximated by  
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where Rr is the slant range resolution in free space. Assuming that σ° varies only as a 
function of depth [σ° = σ°(z)], the interferometric signal is 
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where K is a system-dependent factor which cancels out for calculating the correlation 
coefficient (degree of coherence). This equation shows the two components of the 
spatial decorrelation: γ(spatial) = γ(surface) ⋅ γ(volume). The term γ(surface) is given 
in the first bracket, whereas γ(volume) is represented by the integral. Evaluating the 
integral and normalizing results in  

0

1
2

1
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volume

p nd B
r

γ
π ε
λ θ

=
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⎝ ⎠

 (B.2.8) 

If the other factors of decorrelation are know, the penetration depth, dp, can be derived 
by inverting this equation. Hoen and Zebker (2000) applied this relation to calculate 
dp over four test sites in Greenland, based on ERS InSAR data over 1 to 9 days time 
spans, assuming a simple linear model for temporal decorrelation. Figure B.2.3 shows 
the plot of measured correlation from ERS SAR data versus Bn and the curves of the 
spatial correlation model calculated for several values of dp. These data are for a test 
site in the central part of Greenland. 

The analysis of Hoen and Zebker (2000) shows clear differences for γ(volume) and 
the derived values of Bn for different ice regions of Greenland, suggesting the 
capability of this model for retrieving glacier facies. 

The validity of the model is confirmed by the analysis of the coherence of ERS data in 
Dronning Maud Land, Antarctica, by Rott and Siegel (1997). A value of dp = 20 m is 
derived with the model for the coherence data of dry firn shown in Figure B.1.3. The 
field measurements, carried out in this area by Rott with a scatterometer/radiometer 
system, resulted in dp = 21.7 m at C-band (Rott et al., 1993). 
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Figure B.2.3: Degree of coherence in dependence of perpendicular baseline 
from ERS data of a site in Central Greenland. The numbers refer to the time 
span in days. Right: with correction for temporal decorrelation. The curves 
were calculated with the spatial correlation model (from Hoen and Zebker, 
2000).  

These preliminary investigations suggest considerable potential of InSAR for 
retrieving penetration depth and glacier facies. In view of the theoretical work carried 
out so far, and the case studies, it should be possible to develop a robust retrieval 
algorithm. SAR data with short temporal baselines should be most suitable, because 
temporal decorrelation is the main disturbing factor for this application, which is 
based on spatial decorrelation. For this reason one day (tandem) and three-day (ice 
phase) ERS repeat pass data  should be most useful. 

B.2.3 Snow extent 
The areal extent of the snow cover is a basic variable for climate monitoring and for 
hydrology in mountain basins and high latitudes (Rott et al., 2000). Because of the 
cloud penetration capability SAR is a very useful tool for snow mapping for these 
applications, requiring regular repeat observations. However, SAR so far has only 
been applied for mapping wet snow, because the signal of dry snow at C-band and L-
band is very weak. An automated algorithm for wet snow mapping, based on change 
detection of multi-temporal SAR images, has been developed and applied with ERS 
SAR and Radarsat data by Nagler and Rott (2000). 

The comparison of SAR snow maps with maps from optical imagery shows in general 
good agreement, with the exception of boundary zones of the snow cover and low 
SAR incidence angles. Figure B.2.4 shows the incidence angle dependence of the C-
band backscattering cross section, σ°, measured at a meadow at Leutasch (near 
Innsbruck) for snow-covered and snow-free conditions (Rott, 1997). The contrast of 
co-polarized σ° of wet snow versus dry snow or snow-free surface is small at 
incidence angles ≤ 20°. This may results in misclassifications at foreslopes. 
Improvements in this respect can be expected by using a classifier, which is less 
dependent on the incidence angle, such as the interferometric correlation coefficient. 
But also the cross-polarized σ° shows less variation with the incidence angle than the 
co-polarized signal (Figure B.2.4). 
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Figure B.2.4: Backscattering cross section, σ°, at C-band co- and cross- 
polarization as function of the incidence angle, θ, measured in Leutasch 
(Tyrol). 

In connection with studies of glaciological InSAR applications it was observed that 
the interferometric signal of melting snow decorrelates rapidly, in case of typical 
spring or summer melt even within one day, as observed with ERS SAR one-day 
tandem data (Rott and Siegel, 1997). This offers in principle the possibility to map 
melting snow areas, using a threshold of the interferometric correlation coefficient, |γ|, 
as decision boundary. (Li et al., 2001; Strozzi et al., 1999). 

 

    
Figure B.2.5: Histogram of interferometric correlation coefficient, γ, for a high 
Alpine area in Ötztaler Alpen, Austria, from ERS tandem data of 23/24 Aug. 
1995 (left) and 14/15 Feb. 1996 (right). 

Figure B.2.5 shows a histogram of the degree of coherence of a high Alpine area in 
the Ötztaler Alpen in summer, with melting snow and ice surfaces, and in winter, 
when all surfaces were covered with dry winter snow. The secondary maximum at  
γ = 0.2 in summer (23/24 August 1995) corresponds to snow and ice, that have melted 
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between the image acquisitions. In the example from winter (14/15 February 1996) 
this maximum does not exist, and the average γ is higher, though the highest 
coherence values of the summer interferograms are not reached. On both days in 
February weak snowfall was observed which reduced the coherence slightly 
throughout the image. 

The example in Figure B.2.6 shows that the degree of coherence, γ, is a good 
classifier for melting snow and ice in high mountain areas above the timberline. A 
question for wider application is the discrimination against other targets. The signal of 
dense vegetation, in particular forests, decorrelates over short time spans (Wegmüller 
and Werner, 1997), so that γ would not be sufficient as single classifier. 

 

     
Figure B.2.6: Coherence image of a high Alpine area in the Ötztaler Alpen, 
Austria, with the glaciers Hintereisferner (H) and Gepatschferner (G). From 
ERS tandem data of 23/24 Aug. 1995 (left) and 14/15 Feb. 1996 (right). 

In order to get an indication of effects of SAR frequency on coherence, we studied the 
interferometric correlation of various surface types in the region of Moreno Glacier, 
Patagonia, from one-day repeat pass data, acquired on 9/10 October 1994 by SIR-C / 
X-SAR (Figure B.2.7). At X-band and C-band melting snow and ice decorrelate 
almost completely, but the coherence of the dense beech forest is also very low. Only 
at L-band γ enables a clear separation of snow and ice from the other targets. 

These examples suggest that coherence is of interest as classifier for melting snow and 
ice. The main points of consideration for developing a γ-based algorithm for snow 
mapping are: 

• An advantage of coherence as classifier for wet snow is the reduced sensitivity to 
the incidence angle compared to σ°. 

• In order to avoid ambiguities with other targets, the combination of γ and σ° is 
very promising. 

• The need for short time spans limits the present database to one-day to three-day 
repeat pass data of ERS and SIR-C/X-SAR. 

• The possibility for classification of dry snow areas by means of coherence should 
also be investigated. 
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Figure B.2.7: Interferometric correlation coefficient, γ, at C-band versus X-
band and L-band, from SIR-C/X-SAR data of 9/10 October 1994 in the region 
of Moreno Glacier, Patagonia. Surface types. S – melting snow , Ir – rough 
glacier ice, FE – evergreen beech forest, FP - Arctic beech, M - meadow, A - 
alluvium, SH - shrubs, W - water, CC - clear cut, SN – noise (radar shadow). 

B.2.4 Snow water equivalent 
The mass of snow on the ground, the snow water equivalent (SWE), is the most 
important hydrological variable for water resources management and flood prediction 
in high latitudes and in mountain basins where snow melt represents a substantial 
contribution to runoff (Bergström, 1995). In addition, SWE is a basic climate 
parameter, and also required for the initialisation and validation of land surface 
parameterisation in atmospheric circulation models. There is still a great deficit in the 
availability of spatially distributed SWE data, as made clear in the Third Assessment 
Report on Climate Change of IPCC (2001). Estimations of spatial SWE from 
meteorological data or point measurements of the snow pack results in large errors 
because of topographic effects during snowfall, snow redistribution by wind and 
selective melting processes (see e.g. Bales and Harrington, 1995; Essery and Yang, 
2001; Slater et al., 2001). 

Because of the small spatial correlation length of SWE, remote sensing is considered 
as the only viable means to obtain spatially distributed information on this variable 
(Bales and Harrington, 1995). Considering the physical interaction mechanisms of 
radar waves with snow, SAR is the most promising sensor for SWE retrievals. 
However, in spite of some successful case studies on the use of SAR for mapping 
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SWE, no widely applicable and robust algorithm for estimating SWE is yet available 
as explained in chapter B1. 

Whereas the previous work on SWE retrievals by SAR used single channel (Bernier 
and Fortin, 1998) or multi-channel, polarimetric backscattering coefficients (Shi and 
Dozier, 2000a; 2000b), a more robust approach was proposed by Guneriussen et al., 
(2001) based on the phase shift in dry snow. 
Assuming that the radar return from ground covered with a layer of dry winter snow 
results from the ground/snow interface, the phase difference ∆φ of a pixel between 
two repeat pass SAR images consists of the following contributions: 

flat topo dis atm snow noiseφ φ φ φ φ φ φ∆ = ∆ + ∆ + ∆ + ∆ + ∆ + ∆  (B.2.9) 

where ∆φflat and ∆φtopo are the phase differences due to changes of the relative 
distance satellite-target for flat earth and for topography, respectively, ∆φatm is the 
phase difference due to changes in atmospheric propagation, and ∆φnoise represents 
phase noise. ∆φdis represents the phase difference due to displacement of the target in 
line-of-sight of the radar beam (slant range). ∆φsnow is the two-way propagation 
difference in the snow-pack relative to air. 

In order to solve Equ. (B.2.9) in respect to the snow term, it is necessary to determine 
the other terms either by using information from external sources or by means of 
differential processing: 

• ∆φflat can be calculated accurately using precise ERS orbit data and/or a few 
ground control points across the scene. 

• ∆φnoise is assumed to be a random component not introducing any bias. It can be 
reduced by low-pass filtering which is suitable for snow retrieval as the full SAR 
resolution would not be needed for SWE maps. 

• ∆φdis = 0 can be assumed on non-glaciated areas, which means surface movement 
is negligible over the InSAR time span. 

• ∆φatm ≅ 0 is assumed as first approach, because in mountain areas in winter the 
one to three-day changes in atmospheric path length can be considered small 
compared to possible changes in snow pack path length. However, atmospheric 
effects and possible corrections were investigated in chapter B.3. It can be 
assumed that ∆φatm has a larger spatial correlation length than ∆φsnow. 

• ∆φtopo, the topographic phase needs to be derived from interferograms with  
∆φdis = 0, ∆φsnow = 0, ∆φatm = 0 in the ideal case. ∆φatm may cause problems, but 
errors introduced by this factor can be reduced by using several interferograms 
and applying multi-baseline processing (Ferretti et al., 1999). Another option is to 
use accurate digital elevation data from other sources, such as the SRTM mission. 

After eliminating the other phase terms, ∆φsnow can be interpreted in terms of SWE if 
the snow volume scattering effects can be neglected. The snow water equivalent, 
SWE, can be expressed either in terms of mass/area or water equivalent depth: 
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where d s is the snow depth, ρs and ρw are the density of snow and water, respectively; 
<⋅>⋅denotes the mean value over the snow pack. In order to derive the phase shift due 
to accumulation of snow between two SAR images of an interferogram, the refraction 
into the snow pack needs to be taken into account (Figure B.2.8). The difference, ∆R, 
of the geometric path in air versus the path with a snow layer present from the antenna 
to the same ground surface element is: ∆R = ∆Rs – (∆Ra +∆Rr) . 
 

 
Figure B.2.8: Geometry of propagation path in snow.  

A uniform layer of snow, ds, falling in the time interval between the acquisition of the 
two SAR images of an interferogram, causes the following phase shift: 

⎟
⎠
⎞

⎜
⎝
⎛ −′−−=∆ 2sincos4

iis
i

snow d θεθ
λ
πφ  (B.2.11) 

where ε’ is the real part of the permittivity of dry snow. For ρs ≤ 450 kg m-3 the 
following relation can be used to calculate ε’ from the snow density (Mätzler, 1996):  

3 1.86 1.601.' ssds ρρε ++=  (B.2.12) 

A linear approximation for Equ. (B.2.11) for ρs ≤ 500 kg m-3 can be used to estimate 
the sensitivity of the interferometric phase to SWE. For an incidence angle θi = 23° 
the phase shift due to a change of SWE is (Guneriussen et al., 2001): 

4 0.87snow
i

SWEπφ
λ

∆ = −  (B.2.13) 

This means that at the ERS wavelength one fringe is equivalent to 3.25 cm SWE or 
32.5 cm of fresh dry snow with a typical density of 100 kg m-3. For L-band (λ = 14 
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cm, θi = 23°) one fringe corresponds to an equivalent SWE of 14 cm. It is obvious that 
in case of major snowfall within the interferometric time span, the 2π ambiguity may 
be a problem at C-band, but less at L-band. 

The only example on phase shifts related to snow accumulation so far has been 
presented by Guneriussen et al. (2001) for a test site in Norway using ERS one-day 
repeat pass tandem data. However, this example is not fully conclusive, because of the 
lack of comparative data for validation, as discussed in section B.1.4. 

There are several open questions that have to be studied for the development of a 
SWE retrieval algorithm based on ERS phase shifts: 

• The effect of snowfall on interferometric coherence. Substantial inhomogeneity of 
snow deposition at sub-pixel scale very likely results in decorrelation. The 
feasibility and limits related to coherence need to be studied. 

• The required interferometric time span. ERS SAR repeat pass data of the Alps in 
winter show in most cases complete decorrelation of snow covered areas for 5-
week repeat-pass data. The coherence of one-day repeat pass data is in general 
very good, as long as the snow cover is dry. However, little has been known on 
effects of snowfall so far. Because the available tandem data of winter periods are 
quite limited, 3-day repeat pass data of the ERS ice phase are also very useful for 
studying these effects. 

• Effects of radar interaction with the snow cover. The model above neglects the 
interaction of the radar waves with the snow volume. Though at C-band the losses 
in dry winter snow are quite small, it cannot be excluded that additional phase 
shifts are introduced by reflection at internal interfaces between layers of different 
density or by depth hoar layers with large grains. 

• Effects of land-cover type. The algorithm requires a stable background signal of 
the ground below the snow pack. It should be investigated if different background 
targets have an effect on the SWE retrieval. The applicability for the main land 
cover types has to be studied. 

• Effects of radar frequency. Theory suggests that the longer wavelengths (L-band) 
are more suitable for SWE retrieval by the proposed algorithm if only data of 
longer time spans are available, because of the reduced SWE-equivalent phase 
ambiguity and the better phase stability. 

The proposed method for estimating SWE from interferometric phase shifts is only 
applicable for dry snow, because of the limited penetration and loss of coherence for 
melting snow. However, for many applications in snow hydrology (e.g. seasonal 
runoff forecasts) and climate monitoring this is not a severe constraint, because SWE 
close to the maximum accumulation, when the snow pack usually is still dry, is of 
main interest.  

B.2.5 Assessment and ranking 
The main factors of relevance for prioritisation of the variables for algorithm 
development are summarized in Table B.2.1. There is significant interest for scientific 
and/or operational use for each of the three proposed variables, with the priority for 
spatially distributed data of SWE. This is particularly important for water 
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management, hydrological forecasting, flood risk management and climate research. 
Presently, there is no suitable method available for retrieving area-detailed SWE data, 
neither by means of remote sensing, nor by in situ measurements. For snow extent 
mapping alternate methods, using SAR and/or optical EO imagery, are in use. For 
mapping glacier facies a step forward can be expected by the proposed algorithm, 
because it would provide a better quantitative measure than existing EO-based 
algorithms. 

Table B.2.1: 
Overview of relevant factors for selecting the variables for algorithm 

development. 

 Glacier Facies Snow Extent SWE 

Operational need  low high high 

Scientific need high medium high 

Alternate methods partial yes no 

SAR data for algorithm 
development good good good 

Data for validation suitable good Reasonable 

Development risk low low Medium 

Innovation medium low-medium High 

 

Comprehensive SAR data sets for algorithm development are available in the ESA 
archives for all of the three proposed variables. Suitable SAR data sets and in situ data 
for validation have been available at ENVEO, and further C-Band data (in particular 
3-day repeat pas ERS data) were ordered. 

The feasibility for successful algorithm development is considered to be very high for 
glacier facies and snow extent, but the expected degree of innovation is medium to 
low. Regarding the algorithm development for SWE a certain risk of failure exists, 
mainly related to the question of temporal decorrelation in case of snowfall. On the 
other hand, the need for developing tools for spatially distributed SWE monitoring 
and the expected innovation are very high. Assigning priority to need and innovation, 
the following list of priority for algorithm development was proposed: 

(1) Snow water equivalent 
(2) Diagenetic glacier facies 
(3) Snow area extent 
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B.3 ELECTROMAGNETIC INTERACTION MODELLING FOR 
SNOW COVERED TERRAIN 

B.3.1 Introduction 
The water equivalent of the snow cover (SWE) was selected as variable for 
investigating an interferometric retrieval algorithm for snow and ice applications. In 
this chapter the theoretical basis for the development of a retrieval algorithm is 
elaborated. At first the interactions of radar waves with snow covered ground are 
modelled for various snow cover conditions and radar frequencies, in order to 
quantify the main factors for backscattering in dependence of target properties and to 
carry out a sensitivity study (section B.3.2). In section B.3.3 the target coherence is 
investigated in dependence of snow cover properties and SAR system parameters. 
Section B.3.4 deals with the physical basis of the retrieval algorithm. L- and C-band 
radar frequencies are considered, because at higher frequencies even modest amounts 
of snow accumulation would lead to decorrelation. 

B.3.2 Radar backscatter modelling of snow covered terrain 
Backscattering from snow covered terrain is modelled with a one-layer model, where 
combined volume and surface scattering is calculated for a snow layer lying on a 
rough scattering surface (Figure B.3.1). The Integral Equation Model (IEM) is applied 
for surface scattering and the Rayleigh model for volume scattering. Snow is 
described as an inhomogeneous mixture of air, ice crystals, and (if wet) liquid water. 
The total backscattering coefficient at polarization pp (hh or vv), σ°pp, is calculated as 
the sum of backscattering at the air/snow interface, σ°as, backscattering in the snow 
volume with depth d, σ°vol, and the contribution from the snow/ground interface, σ°sg, 
which is attenuated due to propagation losses through the snow layer with the 
extinction coefficient, ke, and due to transmission losses at the air/snow boundary, 
described by the power transmission coefficient, Tas: 

( )tesaas
t

i
tsgvoliaspp dkTT θ

θ
θθσσθσσ cos/2exp

cos
cos

)()( 0000 −++=  (B.3.1) 

Because dry snow is a low-loss medium at L- and C-band frequencies, the volume 
scattering contribution can be estimated with a first order model assuming 
independent Rayleigh scatterers: 

( ) ( )[ ] ),cos,(coscos/2exp1cos
2
1

0
0 πθθθκθωσ ttppteisaasvol PdTTpp −−−=  (B.3.2) 

where Ppp is the scattering phase function for polarization pp, and ω0 is the single 
scattering albedo. We used the assumption of independent scatterers, because it 
provides the upper limit for the volume backscattering contribution of a snow layer. 
Scattering at the air/snow and snow/ground interfaces is calculated with the Integral 
Equation Model (IEM) of Fung (1994). 
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Figure B.3.1: Scattering processes of snow covered terrain with one 
homogeneous layer of snow. 

The roughness of these surfaces is usually small to medium at L- and C-band  
(kσh < 1.5), so that the co-polarized backscattering coefficients can be described by 
the following expression for single scattering from randomly rough surfaces: 
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W(n)(-2ksinθi,0) is the Fourier transform of the nth power of the surface correlation 
function for ks = k sinθi; and fvv = 2Rv / cosθi, fhh = 2Rh / cosθi, where Rp is the Fresnel 
reflection coefficient. The terms Fpp, depending on the reflection coefficient and 
incidence angle, are specified in Fung (1994). 

We calculated the backscattering coefficients of ground covered with a layer of dry 
snow for a wide range of snow conditions, specified in Table B.3.1. The magnitudes 
of the variables are based on field observations during ERS SAR and SIR-C/X-SAR 
campaigns in the Tyrolean Alps. The snow permittivity was calculated with Equ. 
(B.2.12). 

Figure B.3.2 to Figure B.3.5 show backscatter calculations for typical snow situations. 
In these examples volume scattering is calculated for grain radii of 0.3 mm, which is 
rather the upper limit for seasonal snow cover before extensive melt metamorphosis 
starts. Examples for the dry snow model calculations are shown for 3 m snow depth, 
which is a comparatively high value for seasonal snow cover (Figure B.3.2, Figure 
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B.3.3). In both cases (for rough and smooth soil surfaces) the backscatter signal is 
clearly dominated by the contribution of the snow/ground interface, at L-band as well 
as at C-band. This backscatter contribution is the basic background signal for SWE 
retrievals. The modification of this signal due to backscatter contributions of the snow 
volume or air/snow interface is negligible compared to the effects of differential phase 
shifts resulting from changes of propagation path length through the snow pack, as 
described in the next section. 

 

Table B.3.1: 
Snow cover and soil variables used for backscatter calculations. 

Nr. Variable Case-I Case II 

1 Snow surface roughness 4 mm 

2 Snow surface correlation length 110 mm 

3 Soil surface roughness 15 mm 10 mm 

4 Soil surface correlation length 80 mm 134 mm 

5 Soil permittivity, C-band ε’=17.0, ε” = 3.2 

6 Soil permittivity, L-band ε’=16.0, ε” = 3.6 

7 Snow depth 0.5 m 3.0 m 

8 Snow density 300 kg m-3 

9 Snow particle radius 0.3 mm 1.0 mm 

10 Snow permittivity, L-band 
Vw=0%,  
ε’=1.53,  

ε” = 0.0002 

Vw=0.5%,  
ε’=1.976,  

ε” = 0.0144 

11 Snow permittivity, C-band 
Vw=0%,  
ε’=1.53,  

ε” = 0.0002 

Vw=0.5%,  
ε’=1.952,  

ε” = 0.0479 

 

 

Snowmelt usually would result in comparatively rapid decorrelation, at least at C-
band, as known from analysis of ERS SAR tandem data. At L-band this is not clearly 
known, because of the lack of interferometric data with various temporal baselines. 
For this reason we modelled the backscatter for a slightly wet snow pack of 0.5 m 
depth, assuming a liquid water content of 0.5 % by volume (Figure B.3.4, Figure 
B.3.5). For these conditions, the backscatter contribution of the ground surface at L-
band is at least 10 dB higher than the contributions of the snow volume and the 
air/snow interface. This suggests that the L-band coherence might be preserved for 
slightly wet snow. Such conditions can be observed in the Alps in early spring, when 
the diurnal cycle of solar irradiation and refreezing causes moistening of the top snow 
layer whereas the main snow volume stays dry. At C-band total backscatter is reduced 
by at least 10 dB even for this slightly moist snow conditions, which confirms the 
findings of the SAR data analysis that such data are not useful for InSAR retrievals. 
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Figure B.3.2: L- and C-band co-polarized backscatter from snow covered 
ground (total and its three main components, in per cent of the total 
backscatter), for dry snow volume and rough soil surface. Selected 
parameters for model (referring to Table B.3.1): Soil roughness: Case I; snow 
depth: Case II; particle radius: Case I; snow wetness: Case I. 
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Figure B.3.3: As Figure B.3.2, but for dry snow volume and smooth soil 
surface. Selected parameters for model (referring to Table B.3.1): Soil 
roughness: Case II; snow depth: Case II; particle radius: Case I; snow 
wetness: Case I. 
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Figure B.3.4: As Figure B.3.2, but for slightly wet snow and rough soil. 
Selected parameters for model (referring to Table B.3.1): Soil roughness: 
Case I; snow depth: Case I; particle radius: Case I; snow wetness: Case II. 
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Figure B.3.5: As Figure B.3.2, but for slightly wet snow and smooth soil. 
Selected parameters for model (referring to Table B.3.1): Soil roughness: 
Case II; snow depth: Case I; particle radius: Case I; snow wetness: Case II. 
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B.3.3 Spatial and temporal decorrelation 
In order to estimate the coherence conditions for SWE retrievals we examine the main 
factors for decorrelation of repeat pass SAR data over snow covered terrain. The 
complex correlation coefficient of two SAR images is 

{ }
{ } { }2

2
2

1

*
21

VEVE

VVE
=γ  (B.3.5) 

where E{⋅} denotes the expected value. We consider the following main decorrelation 
phenomena: 

total thermal surface volume temporal =  .   .   .  γ γ γ γ γ  (B.3.6) 

where 

• γthermal can be described by means of the signal-to-noise ratio (SNR). 
Assuming that the SNR is the same in both images, it can be written as 

11
1

−+
=

SNR
thermalγ  

• γsurface describes the spatial baseline decorrelation for a radar echo from a 
distributed surface scatterer. 

• γvolume describes the spatial baseline decorrelation due to spectral shift in a 
scattering volume. 

• γtemporal is the temporal decorrelation caused by various changes of target 
backscattering properties (see sections B.2.2, B.2.3). Because the signal of 
melting snow decorrelates rapidly, and the radar beam does not penetrate 
sufficiently to enable SWE retrievals by the differential InSAR methods (at 
least at C-band), the analysis below focuses on temporal decorrelation due to 
snowfall under dry snow conditions.  

B.3.3.1 Estimation of effects of γsurface and γvolume for snow covered 
ground 

Because the propagation losses and signal contributions of dry snow are very small, 
the decorrelation at the snow/ground interface can be estimated without accounting 
for surface/volume interaction. In this case the only effect of the snow layer is the 
change of incidence angle at the ground surface due to refraction of the radar beam at 
the air/snow interface. The estimated spectral shift depends on the radar system 
transfer function. Assuming a surface scatterer with a high number of randomly 
distributed sub-scatterers in the resolution cell, the following expression is obtained 
for a sinc-system impulse response function, without spectral shift filtering (Bamler 
and Hartl, 1998): 

critnn
i

nr
surface BBfor

R
Br

,
0

,
tan

2
1 ≤−=

θλ
γ  (B.3.7) 
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The critical baseline, Bn,crit , is related to the slant range resolution, rr, by  

r

i
critn r

R
B

2
tan0

,
θλ

=  (B.3.8) 

where R0 is the slant range and θi the local incidence angle at the illuminated slope. 

For backscattering from a volume scattering medium, the wave number shifts in slant 
range (y) and in elevation (z) have to be considered. For a box with many small, 
randomly distributed, uncorrelated scatterers the spatial decorrelation results from 
spectral wave number shifts both in y and z direction: 

spatial surface volume    . γ γ γ=  (B.3.9) 

The following expression for the z-component of the spatial decorrelation (the volume 
decorrelation) was derived by Hoen and Zebker (2000) for a snow layer with 
penetration depth dp (see also Report WP20): 
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γ  (B.3.10) 
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Figure B.3.6: Surface, volume and total spatial decorrelation estimates for 
different cases of dry snow, C - band, terrain angle –10° (backslope), 
bandwidth 15.55 MHz, incidence angle (flat earth) 23°, snow depth 3 m. 
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This equation is valid for a semi-infinite layer of dry snow and ice, as found on 
glaciers and ice sheets. For this kind of medium the backscattering signal comes from 
the snow layer, except a very small contribution from the air/snow interface. For dry, 
fine-grained winter snow the signal contribution of the snow volume is very small (< 
10 %), even if the snow depth reaches a depth of several metres in extreme cases. This 
means that the decorrelation originating from the scattering contribution of the snow 
pack can be neglected. More important is the spectral shift in y-direction for the signal 
contribution due to scattering at the snow/ground interface (Figure B.3.6 and Figure 
B.3.7). 
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Figure B.3.7: As Figure B.3.6, but for L - band. 

B.3.3.2 Estimation of effects of γtemporal related to snowfall 
The most disturbing effect for SWE retrievals by interferometry, however, is temporal 
decorrelation due to snowfall, snow drift or wind erosion. These effects cause phase 
shifts of the signal scattered back from the snow/air interface. These phase shifts vary 
within a surface resolution element, because the effects mentioned above modify the 
structure and roughness of a snow surface at sub-pixel scale. 

Zebker and Villasenor (1992) derived an expression for temporal decorrelation due to 
change of the horizontal position δy and of vertical position δz of scattering elements 
in volume scattering media (e.g. wind induced motion in forests). Following this 
concept, we estimate the decorrelation for a snow layer deposited on a rough surface. 
In this case the change of phase delay in slant range δφs has to be considered. 
Assuming that the phase delay is statistically unrelated to the position of a scattering 
element on a surface resolution cell, the cross-correlation of the two radar signals can 
be expressed by: 

[ ] ( ) ( )∫ −°= sss diVV δφδφδφσ pexp*
21  (B.3.10) 
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Because a uniform snow layer does not cause any decorrelation, only the differential 
phase delay due to non-uniform snow accumulation or erosion needs to be considered. 
The phase delay due to a change of snow depth δds (in direction of z) (with constant 
snow density, as it is typical for fresh snow fall) depends on the radar wavelength and 
permittivity ε,  (Guneriussen et al., 2001): 

( )2

0

4 cos ' sinSWE s i idπδφ δ θ ε θ
λ

= − − −  (B.3.11) 

In Equ. (B.3.11) the permittivity is approximated by its real part, ε’, which is several 
orders above the imaginary part for dry snow at C- and L-Band (see Table B.3.1). 
Assuming that δds depends on the roughness of the snow surface, δφSWE can be 
described by a Gaussian probability distribution for p(δφs). In this case, the temporal 
decorrelation is 

( )
2

2
2 2

0

1 4exp cos ' sin
2temporal z i i

πγ σ θ ε θ
λ

⎡ ⎤⎛ ⎞
⎢ ⎥= − − −⎜ ⎟
⎢ ⎥⎝ ⎠⎣ ⎦

 (B.3.12) 

where σz is the standard deviation of the snow height, and λ0 is the vacuum 
wavelength. With this equation we calculate the upper limit of the temporal 
decorrelation in dependence of surface roughness. Two scales of snow surface 
roughness have to be considered: 

1. The smooth case, which accounts for the small scale surface roughness. The 
reference value is the surface roughness of un-eroded snow, as measured with 
a laser profiler along a profile of 1.5 m length (Figure B.3.8). For this case a 
typical number for the standard deviation of surface roughness, as measured in 
the field, is σz ≈ 5 mm. This number can be assumed as initial value for an old 
snow cover before snowfall. After snow fall a perfectly flat surface is 
assumed. Such a situation might occur on horizontal surfaces, which are wind-
sheltered, but would be rather the exception in mountain areas. 

2. The more realistic alpine case, which has to be expected on sloping natural 
terrain, is characterized by surface roughness and undulations over a wide 
range of scales (Figure B.3.9). In addition, wind drift often plays an important 
role during snowfall. In this case the thickness of the deposited snow layer 
shows typical variations at the horizontal scale of metres and vertical scales of 
several centimetres; these dimensions are very relevant for C-band coherence 
at pixel scale. The high values of roughness at the meter scale are confirmed 
by Herzfeld (2002), who measured the roughness of snow surfaces in 
Colorado and glacier ice in Greenland over areas of 100 x 100 m2. 

Figure B.3.10 shows the temporal decorrelation, |γtemporal|, according to Equ. (B.3.12) 
at C- and L-band for three different snow densities in dependence of the surface 
roughness. At C-Band the coherence decreases rapidly with increasing standard 
deviation of the surface roughness; e.g. for σz = 50 mm and snow density of 0.2 
g/cm3, which is characteristic for fresh winter snow, the resulting coherence is about 
0.2 which means almost complete decorrelation. This effect would be even more 
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significant for snow with higher density, as in case of wind erosion. As shown in 
Figure B.3.10 coherence at L-band is much less sensitive to this effect. 
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Figure B.3.8: Small scale surface roughness of snow measured with a laser 
profiler on the flat firn area of Hintereisferner Ötztal, on October 2, 1994. 

 
Figure B.3.9: Winter snow pack after fresh snow fall, with surface roughness 
revealing undulations of various spatial scales (Alpbach, Tyrol). 
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Figure B.3.10: Temporal decorrelation due to snowfall calculated for different 
snow densities according to Equ. (B.3.12). 

B.3.4 SWE retrieval based on interferometric phase shift 
In repeat pass SAR data the interferometric phase for a snow covered pixel with 
position vector x, (defined by azimuth and slant range coordinates) is made up by the 
following components:  

( ) ( ) ( ) ( ) ( ) ( )s t a SWE nφ φ φ φ φ φ∆ = ∆ + ∆ + ∆ + ∆ + ∆x x x x x x  (B.3.13) 

where ∆φs and ∆φt are the geometric phase contributions due to slant range position 
and topographic elevation, which depend on the baseline, ∆φa is the phase 
contribution due to different atmospheric propagation conditions in the two SAR 
images, ∆φSWE is the phase shift due to snow accumulation or depletion, and ∆φn is 
phase noise.  

In order to retrieve ∆φSWE, which is directly related to the change of SWE between the 
two image acquisitions, it is necessary to eliminate ∆φs, ∆φt, and ∆φa.  

According to Guneriussen et al. (2001) the phase change due to a change of SWE 
between the image acquisitions is given by  

( )22 cos ' sinSWE s i ik dφ θ ε θ∆ = − ∆ − −  (B.3.14) 

with 
3

' 1 1.6 1.8ε ρ ρ= + +  (B.3.15) 

where ε’ is the real part of the permittivity of snow, ρ is the snow density, and ∆ds is 
the change of snow height between the two image acquisitions, k is the wave number.  
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Using a linear approximation for Equ. (B.3.15), valid for   ρ < 0.45 g cm-3, the SWE 
can directly be related to the interferometric phase. For C-Band and θi = 23° the 
following relation is obtained 

4 0.87SWE SWEπφ
λ

∆ = −  (B.3.16) 

With these numbers one fringe corresponds at C-band to SWE = 3.2 cm (at θi =23°) 
and at L-band to 16 cm. Figure B.3.11 shows ∆φSWE in dependence on SWE for three 
local incidence angles. 
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Figure B.3.11: Phase shifts in dependence of the change of snow water 
equivalent between two SAR images (SWE) for different local incidence 
angles (θi) for C- and L-band. 

B.3.4.1 Error estimate for SWE due to phase noise 
Table B.3.2 shows the sensitivity of SWE retrieval on phase noise for C-band and L-
band. For ERS SAR with typical values of the signal to noise ratio of 10 to 20 dB the 
standard deviation of the phase ranges from about 40 to 15 degrees (Schwäbisch, 
1995). In terms of SWE retrieval these values correspond to changes of SWE between 
0.1 and 0.4 cm only, which would not be relevant for snow monitoring. At L-Band the 
phase noise introduces a somewhat higher variation in the SWE retrieval. 

 
Table B.3.2:  

Errors for SWE retrieval due to standard deviation of phase (δφ), incidence 
angle of 23°, at C-Band and L-Band. 

 δφ = 10° δφ = 25° δφ = 40° δφ = 55° 

C-Band (5.6cm):  SWE [cm] 0.09 0.22 0.36 0.49 

L-Band (24cm):    SWE [cm] 0.38 0.96 1.5 2.1 
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B.3.4.2 Error estimate for SWE due to the topographic phase 
To derive SWE from an interferogram, the topographic phase has to be subtracted. 
Typically, this can be done by differential processing, using at least one interferogram 
without SWE changes. If possible, several interferograms should be used for 
determining the topographic phase, to reduce effects of atmospheric phase variations 
and other phase noise. Another option would be to use an accurate digital elevation 
model for calculating the topographic phase, but standard digital elevation models are 
usually not accurate enough for this task. 
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Figure B.3.12: Height error in dependence of the perpendicular baseline for 
various phase errors, C-band (σφ … standard deviation of phase, after 
Schwäbisch, 1995). 

Differential processing requires rescaling of the baseline from the geometry of the 
topographic interferogram to the geometry of the SWE-image pair. The topographic 
phase is derived from image pairs acquired during snow free conditions or dry snow 
conditions without changes in the SWE. The sensitivity on height increases with 
increasing perpendicular baseline (Bper). The estimation of the topographic phase is 
affected by phase noise resulting from temporal and geometric decorrelation. Figure 
B.3.12 shows the height error due to different standard deviations of the topographic 
phase. At small values of Bper the phase noise corresponds to large elevation changes; 
e.g. a phase standard deviation of 40° corresponds to a height error of 25 m and 5 m at 
Bper = 50 m and 200 m, respectively. Therefore, phase noise is amplified or reduced 
due to the baseline rescaling up- or downwards, respectively. Because the rescaled 
topographic phase is subtracted from the SWE-interferogram, the effects of the 
uncertainty of the topographic phase depend on the relative baseline of the two 
differential interferograms. If appropriate SAR data are available, the Bper of the 
topographic image pair should clearly exceed the Bper of the SWE-image pair. 
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B.3.4.3 Error estimate of SWE due to orbit uncertainties 
The impact of the accuracy of the orbit state vectors on the interferometric phase has 
been investigated by Reigber et al. (1996). It effects the estimation of the topographic 
phase and, consequently, the retrieval of SWE. The observed interferometric phase is 
given by 

 

( )
2

1 2 2
1 1

4 4 1x y
H HR R B B
R R

π πφ
λ λ

⎛ ⎞
= − = − −⎜ ⎟⎜ ⎟

⎝ ⎠
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where H is the satellite height, R1 and R2 are the slant range distances of satellite 
position 1 and 2, Bx and By are the horizontal and vertical component of the baseline 
(see Hanssen, 2001, Figure 4.17 and Table 4.4, page 115). By differentiating with 
respect to Bx, By, and H the sensitivity of the phase in respect to orbit errors is 
obtained: 
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 (B.3.18) 

 

For SWE retrievals the effect of orbit inaccuracies have to be considered only for a 
limited area. Reigber et al. (1996) derived the impact of orbit uncertainties for test 
areas of local scale (5 km ground range extension) and regional scale (50 km ground 
range extension). The results are summarized in Table B.3.3. To assess the results 
they have to be related to phase noise due to temporal decorrelation, atmospheric 
perturbations, processing effects, changes in SWE etc. It should be noted that this 
phase noise acts mainly locally on the interferogram and not systematically on the 
image. According to Reigber et al. (1996) the rms-value of the phase noise (as derived 
from validation of radar topography maps, e.g. Schwäbisch, 1995) is on the order of 
0.6 radian. Therefore, the impact of the orbit uncertainties is allowed to be on the 
order of 0.6 radian. The effect of orbits errors can be reduced by detrending the full 
phase image in azimuth and range using a linear polynomial model. 

Table B.3.3 shows that orbit inaccuracies cause a tilt of the SWE in range, which 
becomes significant at regional scales if precise orbits are not available. The 
accuracies for different orbit types are summarized in Table B.3.4. For the estimation 
of SWE on single slopes (extending over a small range interval), and especially if 
precise orbits are used, the impact of orbit inaccuracies on SWE retrieval is negligible. 
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Table B.3.3 
Systematic errors for surface height and SWE retrieval due to baseline errors 
of 0.05 m and 1 m, calculated for ERS SAR system parameters. The values 
are derived for areas with 5 km and 50 km ground range extension and for 

baselines of Bx = 50 and 200 m, with ERS (Reigber et al., 1996). The 
numbers show the maximum relative error calculated with d = dfar_range – 
dnear_range.; φ ... interferometric phase, h ... elevation, SWE ...  snow water 

equivalent 

 dBx = 0.05 m dBy = 0.05 m dBx = 1.0 m dBy = 1.0 m 

dφ [5 km]     [rad] 0.06 0.02 1.1 0.5 

dφ [50 km]   [rad] 0.5 0.2 10.2 4.6 

Topographic Error Bx = 50m 

dh (5 km)    [m] 2 0.7 36 16.6 

dh (50 km)    [m] 16 6.6 337.8 152.3 

Topographic Error Bx = 200m 

dh (5 km)    [m] 0.5 0.2 9.1 4.1 

dh (50 km)    [m] 4.1 1.7 84.4 38.1 

Snow water equivalent Error 

d(SWE) (5 km)  [cm] -0.03 -0.01 -0.56 -0.26 

d(SWE) (50 km) [cm] -0.25 -0.10 -5.22 -2.36 

 
Table B.3.4 

Typical ERS orbit accuracies (after Closa, 1998) 

Restituted orbits 
(produced by ESOC) 

Along track accuracy   2 - 4 m 
Across track accuracy 1 - 2 m 

Preliminary orbits 
(derived from fast 
delivery tracking data) 

Radial accuracy 8 – 10 cm  

Precise orbits - 
(produced by D-PAF) Radial accuracy 8 – 10 cm 

Delft Orbits Radial accuracy 5 – 6 cm (only position) 

 
 

B.3.4.4 Effect of variations of atmospheric conditions 
The SWE estimation is affected by differences of atmospheric conditions (especially 
water vapour content) at the acquisition time of the images. In hilly and mountainous 
terrain the spatial scale of SWE-related phase differences should be typically much 
smaller than the scale of atmospheric phase variations, in particular if winter 
conditions are considered for the atmosphere. Nevertheless, it is not possible to 
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eliminate the atmospheric influence using only one image pair, as explained in Part A 
of this report and by Hanssen (2001). In order to estimate effects of variations in 
atmospheric conditions for SWE retrieval, we calculated phase shifts for a typical 
winter case in the Alps using radiosonde data. 

Figure B.3.13 shows, as an example, the vertical temperature and humidity profiles 
from February, 9 and 12, 1996. For these dates ERS SAR images (Phase D, 3 days 
repeat cycle) are available. On February, 11, 1996 a frontal system passed the 
investigation area located in the Eastern Alps of Austria, causing snowfall and a 
change in the air mass. Figure B.3.14 shows the corresponding vertical profile of the 
scaled-up refraction index N (with N = (n-1) x 10-6, where n is the refractivity) and the 
difference of N between both dates (∆N = N12Feb96 - N9Feb96). 
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(a)  

Figure B.3.13: Vertical profile of (a) air temperature and dew point, and (b) 
relative humidity, at synoptic station Linz, Austria (266 m). 

To estimate the error due to atmospheric variations we calculate the phase shift for a 
slope extending from 1000 m to 2000 m in elevation. According to Figure B.3.14 the 
mean change for the 1 km thick layer would be ∆N = -1. According to Hanssen 
(2001) the one-way path delay between the two acquisitions for typical ERS 
configuration and ∆N = -1 (incidence angle of 23°, C-band) is about -1 mm. This 
corresponds to a two-way phase delay of -13 degrees or -0.036 fringes. In terms of 
∆SWE this phase delay corresponds to a change of the snow water equivalent of 0.1 
cm. Even a fivefold increase of the atmospheric effects, which should be the upper 
limit for winter conditions, would not introduce a significant bias in the SWE analysis, 
as variations of 0.5 cm SWE are of little relevance for an Alpine snowpack. 
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In the winter case with cold temperatures the atmospheric phase delay would cause 
only a negligible SWE bias over the slope. As shown by Hanssen (2001), other 
atmospheric conditions might introduce a significantly higher phase delays, but such 
conditions would lead to snowmelt which rules out the use of InSAR over snow 
covered areas because of decorrelation. 
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Figure B.3.14: Vertical profile of refraction index N and ∆N, derived from 
radiosonde data of Linz for 9 and 12 February 1996. 

B.3.5 Summary and conclusions 
The theoretical basis for the development of a retrieval algorithm to measure snow 
accumulation is elaborated, based on interferometric phase shifts due to temporal 
changes of snow water equivalent (SWE). A one layer model, which combines 
volume and rough surface scattering for a snow layer on rough ground, is applied to 
calculate the main backscatter contributions for L- and C-Band for various snow types 
(dry snow, slightly wet snow, different grain sizes, snow depth, surface roughness of 
the air-snow and snow-ground interface). As long as the snow is dry backscattering 
from the snow-ground interface dominates. At C-Band backscattering from the air-
snow interface becomes more important already when the snow gets slightly wet, 
whereas at L-Band in this case the signal from the snow-ground interface still 
dominates if the snow pack is shallow. 

In order to estimate the coherence conditions for SWE retrievals, the main factors for 
decorrelation (spatial and temporal) of snow covered terrain are examined for C- and 
L-band for different snow pack properties. To analyse the temporal decorrelation due 
to fresh snow fall in the time period between the SAR acquisitions, a simple model 
was developed, which accounts for the variation of dry snow accumulation within a 
SAR resolution element taking into account the roughness of natural terrain. It could 
be shown that at C-band coherence may decrease significantly or decorrelate in case 
of substantial snowfall if the snow surface and/or ground surface are rough at sub-
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pixel scale, while at L-band the coherence is much better preserved. The physical 
basis for retrieving snow accumulation from phase differences is given, and the 
magnitude of the main error sources is calculated (phase noise, orbit inaccuracies, 
variations of atmospheric conditions). Table B.3.5 summarizes the effect of these 
error sources in terms of SWE retrieval for ERS system parameters. The impact of 
atmospheric variations is estimated using radiosonde data of a typical winter period. 
Because SWE retrievals require dry snow and consequently an atmosphere with low 
water vapour content, the disturbances due to changes of atmospheric propagation 
conditions are small. 

 
Table B.3.5: 

Summary on the order of errors of SWE retrieval for ERS SAR system 
parameters due to phase noise, orbit inaccuracies, and atmospheric 

variations (C-Band, incidence angle 23°). Details on each error source can be 
found in section B.3.4.1, B.3.4.3, 0. δφ ... standard deviation of phase,  dBx,y 

… error of baseline in x- and y direction respectively.  

Error source Phase Noise Orbit inaccuracies atmospheric phase shift 

Effect in SWE 
retrieval 

local variation of 
retrieved SWE 

systematic change of 
SWE in range direction 
(assumed: 5 km range 

extent) 

SWE change 
with elevation  

(assumed: a slope with 
1000 m elevation range) 

 δφ = 10° δφ = 40° dBx,y = 
0.05 m 

dBx,y = 1 
m 

typical 
case 

extreme  
case 

d(SWE) [cm] 0.09 0.36 0.03, 0.01 0.56, 0.26 ~0.1 ~0.5 

The theoretical investigations suggest that C-band data should in principle be suitable 
for SWE retrievals, but L-Band should be better, mainly because of better preservation 
of coherence and larger measurement range for SWE within a 2π phase cycle.  
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B.4 RETRIEVAL ALGORITHM AND TEST CASES 

B.4.1 Retrieval Algorithm 
Figure B.4.1 illustrates the basic idea of the SWE retrieval algorithm. It is based on 
the differential phase shift introduced by spatial differences in snow accumulation. 
This is analogous to motion mapping with differential InSAR. At least one reference 
point with zero or known SWE accumulation is necessary to determine the SWE 
accumulation in a region. The distribution of snow is highly variable in mountainous 
areas. On one hand snow height depends on the elevation, usually revealing an  
increase of precipitation with altitude. On the other hand snow on the ground may be 
redistributed due to wind, an effect which varies with the steepness and orientation of 
a slope and is governed by the dominating wind regime. 

 
Figure B.4.1: Sketch of typical spatial distribution of snow in mountainous 
areas;  x .. horizontal axis, z … elevation, t0,t1 and t2 correspond to dates with 
snow fall. 

With the retrieval algorithm the SWE accumulated due to snowfall or wind drift 
within a time period (t1-t2) is estimated using two SAR images, one image acquired at 
time t1, before the snow fall, and the second image acquired at t2, after the snow fall. 
According to Equ. (B.4.1) dry snow accumulated in the time interval will cause a 
phase shift ∆φSWE. Therefore, the ∆φSWE image reflects the spatial variations of the 
accumulated snow. To retrieve SWE maps at least one reference station with ground 
based measurements of snow accumulation (given as snow water equivalent) or a zero 
reference is required. Although in the Alps a dense network of meteorological stations 
and climate stations exists, most of the stations are located at low elevations near the 
valley floor. Only a few stations are located at higher elevations. 
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Figure B.4.2 summarizes the main processing steps and the data flow of the procedure 
for mapping changes of the SWE. As input for the procedure repeat pass SAR SLC 
images acquired before and after the snow fall are required. As first step 
interferometric processing is applied on the SAR image pair, including coregistration 
with sub-pixel accuracy to a common master scene, coherence estimation, calculation 
of the interferometric phase difference, filtering, and the removal of the flat earth 
phase contribution. 

 
CASE 2CASE 1

SAR Image
Date  t1

(before snow fall)

SAR Image
Date  t2

(after snow fall)
SAR Image

Topo1
SAR Image

Topo2

Interferometric Processing incl.
- Coregistratioon

- Coherence estimation
- Interferometric phase difference

- Flat earth phase removal

Differencial Interferogramm
generation

Referencestations with
- SWE measurements
- precipitation, temp.

for time period t0-t1

∆SWE ~ f(θi,φswe,abs,φswe,abs,ref, SWEref)

Interferogramm with  phase contribution due to
- SWE change

- atmospheric variation

Geocoding

local Incidence angle map

Map of SWE changes

Topographic Phase Image

Estimation of
Topographic Phase

External
DEM

phase unwrapping

 
Figure B.4.2: Flowchart of main processing steps for mapping the snow water 
equivalent. 

Then differential InSAR processing is carried out to remove the topographic phase 
contribution. Precise topographic phase removal is required because inaccuracies or 
errors (e.g. lost fringes) will directly affect the final map of SWE. The topographic 
phase can be estimated from repeat pass image pairs, which are not affected by snow 
fall. A multi-baseline approach, where several SAR image pairs with different 
perpendicular baselines are combined (Ferreti et al., 1999) provides an accurate 
estimation of the topographic phase and has the further advantage that the influence of 
atmospheric variation for the topographic phase estimation is reduced. Optionally, the 
topographic phase can also be estimated from high precision digital elevation models 
and by calculating simulated topographic phase images.  
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After topographic phase removal the differential interferogram contains the phase 
contributions due to accumulated snow, ∆φSWE, and due to atmospheric variations, 
∆φatm. In general, ∆φatm, varies from case to case and would require the knowledge of 
the vertical profile of water vapor and air temperature at the time of the image 
acquisitions to be separated. A good approximation are radiosonde measurements, 
which are carried out at selected meteorological stations on a daily basis (in general at 
0h, 6 h, 12 h and/or 18 h UTC depending on the station). The influence of variation in 
the atmosphere on the SWE retrieval is discussed in detail in chapter B.3. For a slope 
of 1000 m elevation range the atmospheric variation under typical alpine winter 
conditions is on the order of 1 mm in terms of SWE, which is of little relevance for 
snow mapping in  mountainous areas. Therefore the influence of atmospheric 
variation can be neglected in the retrieval algorithm. 

After phase unwrapping φSWE,abs (index abs for absolute phase) is transformed into 
SWE using the local incidence angle, θi.. The basic equations for SWE retrieval are 

( )2
,

3

2 cos ' sin

' 1 1.6 1.8

SWE abs s i i

s s

s s

k d

SWE d

φ θ ε θ

ε ρ ρ
ρ

= − ∆ − −

+ +
=

 (B.4.1) 

Applying a linear approximation for the snow density, ρs, which is quite accurate in 
the range of 0 – 0.5 g/cm3, SWE in dependence of the incidence angle is given by  

, , .
cos( ) ( )

4 0.8
i

SWE abs SWE abs ref refSWE SWEθλ φ φ
π

− +  (B.4.2) 

where φSWE,abs,ref is the phase at the reference station and SWEref is the observed 
temporal change SWE at the reference station. Finally, the SWE image is transformed 
into a geographic map projection. 

B.4.2 Test cases and data set 
The procedure for mapping SWE described in the previous section was applied to 
various data sets: 

• Data set 1: A series of ERS-1 repeat pass SAR images, acquired in Phase –D 
with 3 days repeat cycle, Eastern Austria. 

• Data set 2: 4 ERS-1/2 SAR Tandem pairs of the Austrian Alps acquired in 
winter 1995 / 96, including the high alpine area Ötztal. 

• Data set 3: Airborne E-SAR L-Band data of Oberpfaffenhofen  
(provided by DLR-HR). 

Figure B.4.3 shows an overview on the location of the data sets, which are the basis 
for the investigations presented in the following sections. 
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Figure B.4.3: Sketch map showing the location of data sets. 

B.4.2.1 Analysis of ERS SAR 3-days repeat pass images 
ERS SAR images of frame 2650, track 244 with a repeat cycle of 3 days, which were 
acquired during Phase D, are the basis for this analysis. The frame is located in 
Eastern Austria (Figure B.4.4), a mountainous regions with an elevation range 
between 400 m and 2700 m. The slopes are covered by forests and cultivated 
meadows up to about 2000 m elevation, above the tree line low alpine vegetation, 
bare soil and rocks are dominating. 

About 50 meteorological stations, some of which equipped with automatic 
registration, provide hourly to daily measurements of meteorological parameters 
including air temperature, precipitation, total snow height and depth of fresh snow. 
Figure B.4.4 shows the location of the stations. Although the station network is well 
developed, most of them are located at lower elevations in the valleys, while only a 
few stations are situated at altitudes above 1500 m. 

A time series of eight consecutive ERS SAR images acquired between 25 January 
1994 and 18 February 2003 is used to  investigate  effects of fresh snow on coherence 
and to study capabilities for retrieving SWE by means of the interferometric phase. 
Figure B.4.5 shows the dates of ERS acquisitions used within this study together with 
meteorological records of temperature and snow height at the station Krippenstein 
(2005m). Based on the meteorological records two images pairs, which are affected 
by dry snow fall (25-31 January 1994, 9-12 February 1994) and two image pairs 
without or with negligible precipitation (3–6 February, 15-18 February) were selected. 
The images acquired in March 1994 were already available at DLR-IMF previous to 
the study, but because of warm temperatures and snowmelt they are not suitable for 
SWE retrieval. Table B.4.1 gives an overview of characteristics of these image pairs 
and summarizes qualitatively the occurrence of precipitation within the corresponding 
period. 
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Figure B.4.4: Coverage of ERS SAR Phase D, frame 2650, track 044. Pink 
rectangles show the areas which were analysed in detail, (A) Sonnseite, (B) 
Totes Gebirge, (C) Zeltweg-Seckau. Red points correspond to the locations 
of meteorological and automatic climate stations. The radiosonde station Linz 
is shown as a green point. Mountain stations are Feuerkogel (FK), 1618m, 
and Krippenstein (KS), 2005 m. 

Figure B.4.6 to Figure B.4.8 show interferograms of the full frame covering the 
periods with snow fall (25 – 31 January 1994, Figure B.4.6, 9-12 February 1994, 
Figure B.4.8) and without snow fall (3-6 February 1994, Figure B.4.7). In most areas 
with significant changes of the snow height the coherence is very low and no fringes 
are visible (Figure B.4.6, Figure B.4.8). In areas without or with little snow fall the 
coherence is sufficient for InSAR processing, as it is obvious in Figure B.4.7. In order 
to test the SWE retrieval algorithm three areas (A, B, and C) were selected for 
detailed analysis (Figure B.4.6). 
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Figure B.4.5:Time series of snow height and daily maximum air temperature 
measured at the station Krippenstein (2005 m, see Figure B.4.4) from 24 
December 1993 to 30 April 1994. Vertical bars indicate days with ERS SAR 
data acquisitions, available images are shown in green colour, grey bars 
indicate images not available at ENVEO. 

 
Table B.4.1: 

Perpendicular baseline and information on precipitation for interferometric 
pairs of repeat pass ERS scenes in the investigation period 25 January to 18 

February 1994. (Bper … perpendicular baseline). 

Date-1 Date-2 Bper Period Precipitation 
(qualitatively) 

25Jan94 31Jan94 42 m 6 days snow fall / rain 

31Jan94 3Feb94 -87 m 3 days insignificant 
snowfall 

3Feb94 6Feb94 -53 m 3 days no precipitation 

6Feb94 9Feb94 78 m 3 days no precipitation 

9Feb94 12Feb94 -122 m 3 days snowfall 

12Feb94 15Feb94 -57 m 3days light snowfall 

9Feb94 15Feb96 -179 m 6days Snowfall 

15Feb94 18Feb94 77 m 3days no precipitation 
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Figure B.4.6: Interferogram of 25 – 31 January 1994. Yellow squares 
represent meteorological stations. At each station two numbers are given, the 
upper number correspond to accumulated precipitation in mm and the lower 
number to the change of snow height in cm in the time period between image 
acquisitions. FK, station Feuerkogel (1618m, for location of this station see 
Figure B.4.4). A … test area Sonnseite, B … test area Totes Gebirge, C … 
test area Zeltweg – Seckau. 
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Figure B.4.7: As Figure B.4.6, but for 3 - 6 February 1994. 
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Figure B.4.8: As Figure B.4.6, but for 9-12 February 1994. 

 

B.4.2.1.1 Test area A: Sonnseite 
Figure B.4.9 (a) shows a map of the test area Sonnseite, which is a slope of about 350 
m elevation difference ranging from 680 m to 913 m and Figure B.4.9 (b) a 
multitemporal amplitude image of the test area. To characterise the meteorological 
conditions within the investgation period two stations are available, the station 
Kirchdorf / Krems at 450 m elevation and, at high elevations, the station Feuerkogel, 
which is located about 16 km to the west-south-west of the test area at 1618 m 
elevation (Figure B.4.4). 
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(a)      (b) 

Figure B.4.9: (a) Topographic map of the test area Sonnseite, (b) multitemporal 
amplitude image in slant range projection, the red square shows the location of  the 
meteorological station Kirchdorf – Krems (450 m elevation); the arrow the valley floor 
below the slope Sonnseite. 

 
 

 
(a)      (b) 

Figure B.4.10: Interferograms in slant range geometry of the test area Sonnseite. 
(a) 15 - 18 February 1994, without snow fall, (b) 25-31 January 1994, with snow fall. 
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(a)       (b) 

Figure B.4.11: (a) Radiosonde measurements of temperature (T) and dew 
point (Td) at station Linz, 25 and 31 January 1994, 6:00 UTC. (b) 
corresponding vertical profiles of refraction index N and the of ∆N= (N31Jan1994 
– N25Jan1994). 

The influence of atmospheric variations on the interferometric phase was estimated 
using the radiosonde measurements of the station Linz. Figure B.4.11 (a) shows the 
radiosonde measurements of the station Linz, at 6:00 UTC (about 4 h before the 
satellite overflight) indicating different atmospheric conditions during the image 
acquisitions. Along the Sonnseite slope with an elevation range of about 400 m (from 
about 600 m at bottom to about 1000 m at the top) the mean value of ∆N is about –5 
(Figure B.4.11 b). This corresponds to ∆φatm = –0.47 rad. The atmospheric influence 
on the 9-12 February image pair (see Figure B.3.13 and Figure B.3.14) shows a 
similar mean ∆N of about –4 for the elevation range 600m to 1000m. In each of the 
two cases the atmospheric influence is less than –0.27 cm in terms of SWE (assuming 
23° incidence angle), which is of little relevance for SWE retrieval. 

The topographic phase was estimated using the image pair from 3-6 February 1994, 
where the coherence was good and which was not affected by snow fall. To check the 
quality of the topographic phase estimation, we formed the differential interferogram 
with the image pair from 15-18 February 1994, which was also not affected by snow 
fall. In the differential interferogram (Figure B.4.12) no significant phase trend is 
visible, which confirms the sufficient quality of the topographic phase estimation. 
 



PAGE B-56 SAR INTERFEROMETRY FOR  
BIO- AND GEO-PHYSICAL RETRIEVALS 

ESA CONTRACT NO
16366/02/NL/MM

 

 

20 FEBRUARY  2004 SNOW AND ICE PARAMETERS FINAL REPORT

 

 
Figure B.4.12: Differential interferogram of 3-6 February and 15-18 February 
1994. Both interferograms are not affected by snow fall.  

Figure B.4.13a shows φswe for the image pair 25-31 February 1994 after topographic 
phase removal. Within the time period 46.7 mm precipitation, predominately as rain, 
were measured at Kirchdorf / Krems at 450m, and no snow pack was formed. At high 
elevation the precipitation fell as snow, at Feuerkogel (1618m) 88.2 mm precipitation 
were measured and the snow depth increased from 60 cm to 92 cm. Therefore it can 
be concluded that in the upper part of the Sonnseite slope (elevations close to 1000 m) 
a snow pack was built up in this time period, but no observations are available at this 
site. According to Figure B.4.13a φswe changed from –0.4 rad to 1.5 rad from 680 m to 
900 m elevation, which would correspond to a change of SWE of about 1 cm or an 
increase of the snow depth of 5 cm (assuming a density of 0.2 g/cm3) along the slope. 

Figure B.4.13b shows ∆φswe of the image pair 9 – 12 February 1994. During this 
period 14 mm precipitation, mainly fallen as snow, were observed at Kirchdorf / 
Krems, where a snow pack of 10 cm was formed, while at Feuerkogel 23 mm 
precipitation and an increase of the snow height from 82 to 95 cm were measured. In 
the valley floor around Kirchdorf / Krems, ∆φswe shows small scale horizontal 
variations of up to 3 rad, which would corresponds to a variation of the fresh snow of 
1.7 cm in terms of SWE (about 9 cm snow height assuming a density of 0.2 g/cm3). 
Due to missing in-situ snow measurements it cannot be verified that the observed 
phase variation is due to a change in SWE, and the small scale variation of φswe may 
also be caused by other effects.  
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Figure B.4.13: Map of φSWE, in slant range projection for the dates 25-31 
January 1994 and 9-12 February 1994. The noise corresponds to areas of 
decorrelation (forested areas). 

 

B.4.2.1.2 Test area B: Totes Gebirge 
The test site Totes Gebirge covers an elevation range from about 700 m up to 2515 m 
at the peak Grosser Priel (Figure B.4.14). Above the forest line at about 2000m bare 
soils and rocks are the dominating surface classes. 

 

 
Figure B.4.14: Location of the test area Totes Gebirge. Red points indicate 
meteorological stations. 
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Several meteorological stations are located in the valleys close to the test area (red 
boxes in Figure B.4.14), but there are no observations available at the mountain 
plateau of the Totes Gebirge. As an example, Figure B.4.15 shows the records of 
precipitation, snow height and daily mean temperature record at Bad Mitterndorf, 
which is located at 808 m elevation in the south of the test area (Figure B.4.14). It 
should be noted that at higher elevations the increase of the snow pack was even 
higher; e.g. at Krippenstein (2005 m) the snow depth increased from 70 to 130 cm 
elevation in the period from 25 to 31 January (Figure B.4.4). This indicates a 
pronounced increase of precipitation with elevation. Based on the meteorological 
records four image pairs were selected to investigate the influence of snow fall on 
coherence: 

• 25 - 31 January: 36.6 mm precipitation, 33 cm fresh snow at Mitterndorf 
• 3 - 6 February: no snow fall or precipitation 
• 9 - 12 February: 12.1 mm precipitation and 20 cm fresh snow were 

observed.  
• 15-18 February: no snow fall or precipitation 

Figure B.4.16 shows the coherence image of the test area for the selected image pairs. 
Image pairs not affected by precipitation (Figure B.4.16 b, d) show sufficient 
coherence, but if snow fall occurs the coherence is widely lost (Figure B.4.16 a, c). 
Figure B.4.17 shows as example two interferograms of the corresponding area. In the 
case of snow fall (Figure B.4.17 a) fringes could be detected only close to the 
mountain peaks, and the fringes a patchy structure, which does not allow unwrapping 
after applying the the topographic correction and does not enable the estimation of the 
SWE. 
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Figure B.4.15: Meteorological record of snow height, precipitation and daily 
mean temperature at station Bad Mitterndorf, 808m elevation. Grey bars 
indicate dates with ERS SAR image acquisitions. 
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Figure B.4.16: Time series of coherence images in slant range geometry of 
the test area Totes Gebirge. (a) 25-31 January 1994 with snow fall; (b) 3-6 
February 1994 without snow fall; (c) 9-12 February 1994 with snow fall; (d) 3-
6 February 1994 without snow fall. (see also Figure B.4.15). 

 
(a)      (b) 
Figure B.4.17: Interferograms in slant range geometry for 2 time intervals, (a) 
25-31 January 1994, with snow fall, (b) 3-6 February 1994, no precipitation 
observed. 
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B.4.2.1.3 Test area C: Mur valley -  Zeltweg 
The Mur valley at Zeltweg – Knittelfeld was selected as third test area within this 
frame. Figure B.4.18 shows a multitemporal amplitude image of this area. 
Precipitation and snow height measurements are available at Zeltweg (659 m) and 
Seckau (843 m). From 25 to 31 January 1994, 3 mm precipitation and 3 cm of new 
snow were recorded at Zeltweg, the snow depth increased only slightly from 11 cm on 
25 January to 12 cm on 31 January. At Seckau, about 200 m above the Mur valley, 10 
mm precipitation was recorded and the snow depth increased from 12 cm to 21 cm, at 
Oberzeiring 22 mm precipitation and an increase of the snow depth from 0 to 11 cm. 
The interferogram covering this period (Figure B.4.19b) shows sufficient coherence in 
the valley and lower parts of the slopes. For topographic phase removal the 
interferogram from the 15-18 February 1994 was used (Figure B.4.19a), which is not 
affected by snowfall and which shows good coherence for most areas. Based on the 
relation between ∆φ and SWE, a map of SWE accumulated in the period 25-31 
January 1994 is calculated (Figure B.4.20). As reference point for the SWE map the 
precipitation value reported by the meteorological station Zeltweg was used. Within 
the urban area of Zeltweg SWE shows a value of about 0 mm (blue colour in Figure 
B.4.20). The green colour on the meadows and agricultural fields in the valley floor 
and near Seckau corresponds to SWE values of about 10 mm. Near the station 
Oberzeiring yellow to red colour tones corresponding up to about 20 mm SWE (or 10 
cm snow depth assuming a snow density of 0.2 g/cm-3) are shown. Though these 
values are plausible, they cannot be verified quantitatively, because of missing in-situ 
data at higher elevations. 

 

 
Figure B.4.18: Multitemporal amplitude image of the Mur-valley, red boxes 
show locations of the meteorological stations Zeltweg, Oberzeiring and 
Seckau. 
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(a) (b) 

Figure B.4.19: Interferograms of the Mur-valley; (a) 15-18 February 1994, 
perpendicular baseline 77 m, no snow fall; (b) 25-31 January 1994, 
perpendicular baseline 42 m, white numbers give the accumulated 
precipitation at Zeltweg, Oberzeiring and Seckau. 

 
 

 
Figure B.4.20: Estimation of change of SWE from 25 to 31 January 1995, 
derived from Figure B.4.19b; as reference the station Zeltweg was used. 
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B.4.2.2 Analysis of ERS SAR Tandem data of a high alpine area 
A data set of 4 ERS SAR Tandem pairs (frame 927, track 444, ascending pass, 
acquisition time 21:27 UTC) covering the Ötztal, Austria, acquired during the winter 
season 1995 / 1996 is the basis for this analysis (Table B.4.2). It enables the 
investigation of the effect of snow drift on the coherence and the retrieval of SWE.  

Figure B.4.21 shows four ERS SAR Tandem coherence images from December 1995 
to March 1996 of the high alpine area in southern Ötztal, with the glacier plateau of 
Gepatschferner / Kesselwandferner. The image 14-15 February 1996 shows the best 
coherence over almost the whole area. The image pair 6-7 December 1995 shows 
poor coherence, which can be attributed to strong southerly winds (Föhn) according to 
the meteorological record of station Obergurgl (1938m). The wind increased during 6 
December and caused snow drift and redistribution of snow. On large parts of the 
glacier plateau of Gepatschferner and the upper part of the Kesselwandferner no 
fringes ca n be produced (Figure B.4.22). 

 
Figure B.4.21: Coherence images of ERS SAR Tandem data, frame 927, 
track 444. GP – Gepatschferner, KWF…Kesselwandferner. 
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Table B.4.2: 
List of ERS SAR Tandem data, frame 927, track 444, ascending pass. 

Acquisition Date Perpendicular Baseline 

6 / 7 December 1995 210 m 

10 / 11 January 1996 160 m 

14 / 15 February 1996 135 m 

20 / 21March 1996 293 m 

 

As test area for studying possible changes of SWE the upper part of the 
Kesselwandferner was selected, where the glacier is flat. For glaciated areas the ice 
motion has to be taken into account, but in the upper part of the glacier the motion 
(which is about 2 cm/day) is approximately along track and does not contribute to the 
interferometric phase. The differential analysis for the 5/6 December pair did not 
reveal any clear trend for differential phase change attributable to changes of SWE. 
This is not surprising, as redistribution of snow due to wind usually takes place at 
small spatial scale so that clear phase trends at larger scales (hundreds of metres to 
kilometres) are rather unlikely. In addition, the interferometric analysis was affected 
by the comparatively low coherence.  

 

 
Figure B.4.22: Interferograms ERS SAR Tandem data (see Table B.4.2). The 
white polygon is the boundary of Kesselwandferner. 

B.4.2.3 Airborne E-SAR L-band data of Test area Oberpfaffenhofen 
(InSAR processing by R. Scheiber, DLR-HF) 
This investigation is based on a data set of repeat pass images of the airborne SAR 
system E-SAR of DLR operating at L-Band (1.3 GHz) in fully polarimetric mode 
which were acquired for vegetation studies. Table B.4.3 summarizes the parameters of 
the E-SAR system for this data set. The investigation area is the campus of DLR 
including the local airport (Figure B.4.23), where in two sub-areas 9 corner reflectors 
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are permanently mounted. The corner reflectors are used for E-SAR calibration flights 
and therefore the snow accumulated inside of the trihedral reflectors had been 
removed before the image acquisition. Two of the images were acquired within 
several minutes on 22 October 2002 when the site was snow free. The third data take 
was acquired on 20 February 2003, when the ground was fully covered by dry snow. 
The processing and interferometric product generation and corner reflector analysis 
was done by Rolf Scheiber and A. Misra (DLR-HF). 

Table B.4.3: 
E-SAR system parameters used for image acquisitions at Oberpfaffenhofen 

on 22 October 2002, and 20 February 2003. 

Parameter Value 
Frequency L band ( 1.3GHz) 
Wavelength 23.0544 cm 
Pulse bandwidth 100 MHz 
Chirp duration 5 µsec 
Sampling rate 100 MHz 
PRF 400 Hz 
Mode Of Operation Repeat Pass 
Velocity 96.0 m/s 

Flight Altitude 3022.31 m 
Polarization Quad Pol (HH,VV,HV,VH) 

 
Figure B.4.23: Amplitude image of the test area Oberpfaffenhofen, yellow 
boxes indicate the areas with corner reflectors. 
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Figure B.4.24: Coherence images at (a) VV and (b) HH polarisation, of the 
image pair acquired on 22 October 2002 within half an hour time interval. 

 
Figure B.4.25: Coherence images at (a) VV and (b) HH polarisation, of the 
repeat pass image pair acquired on 22 October 2002 and 20 February 2003. 

Figure B.4.24 shows the coherence image at VV and HH polarisation of the image 
pair acquired on 22 October 2002. The data show high coherence at VV and HH 
polarisation, and the decorrelation is small except in forested areas. 

The coherence images of the autumn/winter image pair from 22 October 2002 
(snowfree) and 20 February 2003 (ground was covered by dry snow) are shown in 
Figure B.4.25. According to observations at adjacent meteorological stations the snow 
depth was between 10 to 20 cm in this region (Figure B.4.27). Compared to the on-
day snow free interferogram (Figure B.4.24) the coherence is significantly lower at 
both polarisations. The decorrelation is probably mainly an effect of changes of the 
surface due to farming activities in autumn (agricultural fields), changes in the 
vegetation canopy, and changes of soil backscattering properties. The presence of the 
dry snow cover probably has only a small effect on coherence (section B.3.3). 
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Furthermore it should be noted that, as evident in Figure B.4.24 a and b, the 
correlation is slightly higher at VV than at HH polarisation.  

To quantify the influence of the dry snow pack on the interferometric phase and 
estimate the snow water equivalent, the snow free corner reflectors were taken as 
stable reference points in respect to the surrounding areas. This enables the estimation 
of the influence of the snow pack on the phase as well as testing  the SWE retrieval 
algorithm. Figure B.4.26 shows a detailed view of the area around the corner 
reflectors in the two interferograms. In the interferogram from 22 October 2002/20 
February 2003, the snow free corner reflectors and roads show a consistent phase shift 
in respect to the surrounding snow covered meadows, while this interferometric phase 
shift is not visible in the interferogram of the image pair of 22/22 October 2002. Table 
B.4.4 lists the differential one way slant range distance for each of the corner 
reflectors, which is similar for HH and VV polarisation. The mean differential one 
way distance is 4.2 cm, which corresponds to an interferometric phase difference of 
∆φSWE = -2.3 rad. Using Equ. (B.4.1) and assuming a local incidence angle of 40 
degrees it corresponds to a snow water equivalent of 4.3 cm, which corresponds to a 
snow height of 14 cm, 17cm and 21 cm for snow densities of 0.30, 0.25 and 0.20 
g/cm3. As shown in Figure B.4.27 the InSAR based SWE agrees quite well with snow 
height measurements at neighbouring stations.  

 

 

 
Figure B.4.26: (a) Amplitude image of the airport at Oberpfaffenhofen, yellow 
circles mark the corner reflectors. (b) and (c) Detailed view of the 
interferograms, VV Polarisation, of the image pair 22/22 October 2002 and 22 
October 2002/20 February 2003. In the 22 October/ 20 February 
interferogram phase shifts are observed for the corner reflectors. 

 
 



ESA CONTRACT NO 
16366/02/NL/MM 

SAR INTERFEROMETRY FOR  
BIO- AND GEO-PHYSICAL RETRIEVALS 

PAGE B-67  

 

 

FINAL REPORT SNOW AND ICE PARAMETERS 20 FEBRUARY  2004

 

Table B.4.4: 
Summary of the differential one way slant range displacement between 

corner reflectors and meadows for the interferogram October 2002/ February 
2003, for VV and HH polarisation. 

 Differential displacement  
(VV Polarisation) 

Differential displacement  
(HH Polarisation) 

CR-1 -0.05631 m -0.05337m 
CR-2 -0.03989 m -0.04874 m 
CR-3 -0.03976 m -0.04661 m 
CR-4 -0.04696 m -0.04051 m 
CR-5 -0.04357 m -0.04348 m 
CR-6 -0.03317m  -0.03202 m 
CR-7 -0.03652m  -0.03618 m 
CR-8 -0.04579 m -0.04854 m 
CR-9 -0.03641 m -0.03480 m 
MEAN -0.0426 m -0.0420 m 

Standard deviation  0.0072 m 0.0070 m 

 
 
 

 
Figure B.4.27: Sketch of locations of snow measurements an 20 February 
2003. Numbers in green are ground observation, while the snow height 
retrieved from the corner reflector analysis  of the E-SAR October 2003 / 
February 2003 image pair is shown in red. (assuming a snow density of 0.25 
g/cm3). 
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B.4.3 Conclusions from test cases 
Based on an ERS 3-day repeat pass time series 3 test areas were analysed in detail. In 
the test area A (Sonnseite, section B.4.2.1.1) and C (Mur valley -  Zeltweg, section 
B.4.2.1.3) the derived SWE map shows plausible values, but due to the relatively low 
density of the in-situ snow measurements compared to the spatial SWE variation they 
could not be verified quantitatively. In Test area C (Totes Gebirge, section B.4.2.1.3), 
a high mountain plateau with more snowfall than test area A and C, the influence of 
snow fall on the coherence is shown. In this case the signal decorrelated almost 
completely in periods with snow fall so that SWE retrieval was not possible. In the 
high Alpine test site Ötztal (section B.4.2.2) the coherence of ERS Tandem data was 
analysed to study effects of snow drift and wind erosion. Repeat pass airborne L-Band 
SAR data acquired by ESAR of DLR at the campus at Oberpfaffenhofen enabled the 
study of interferometric phase shifts in a snow pack. The coherence of a snow free 
and snow covered image acquired within 4 months was sufficient for interferometric 
analysis. This test case shows the high potential of the SWE retrieval by means of L-
band InSAR. 

From the analysis of the test cases the following conclusions are made: 

• The differential interferometric phase shift of repeat pass SAR data provides 
a physically based measure for mapping the spatial distribution of SWE. 

• The analysis of 3-day ERS repeat pass images with snowfall by means of 
InSAR processing in various Alpine test areas revealed patterns of 
differential phase shifts which agree with the trend of SWE accumulation 
inferred from a few field stations. Though the InSAR-retrieved SWE 
patterns are plausible, quantitative validation was not possible because the 
spatial density of the regular snow measurement network is not sufficient for 
verification, because the spatial variation of SWE and snow depths is very 
high. 

• Temporal decorrelation due to differential phase delays at sub-pixels scale 
during snow fall and wind drift is the main limiting factor for InSAR 
processing of repeat pass images to retrieve the SWE. In case of substantial 
snow fall C-Band coherence is often very low  and InSAR analysis is 
possible only over limited parts of the snowfall areas, even over time spans 
of one or a few days (ERS SAR Tandem data, ERS-1 Phase D 3-days repeat 
cycle). L-band is less sensitive to temporal decorrelation as suggested by 
theory and the analysis of the airborne data set, but a large scale analysis of 
L-band data is still missing. 

• The atmospheric phase variation under winter conditions is typically of the 
order of a few mm (in terms of SWE) and can be neglected for snow 
hydrology applications. 

• L-band is preferable for interferometric SWE retrievals because of better 
coherence and larger measurement range (2π ambiguity) than shorter 
wavelengths. This is particularly suitable for alpine snow packs with typical 
values of SWE of several hundreds millimetres. 

• Dedicated experiments with detailed co-located field measurements of snow 
depth and SWE are needed to fully assess and verify the InSAR capability 
for SWE mapping. 
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B.5 CONCLUSIONS AND OUTLOOK FOR SWE RETRIEVAL 
BY INSAR 

The mass of snow on ground (the snow water equivalent, SWE) is a very important 
parameter for hydrology and water management of mountain areas and high latitude 
basins and for climate monitoring. Because of the high spatial variability of SWE, 
satellite-borne remote sensing seems to be the only viable means for SWE monitoring. 
However, the quest for sensors and methods to monitor SWE from space has only 
partly been successful up to know. Presently the only reasonable SWE product from 
satellites are SWE maps retrieved from microwave radiometric data, which due to the 
large footprints (typically several 100 km2) are not relevant for mountain areas and 
complex terrain. In addition, these products suffer from the sensitivity of high 
frequency microwave emission and scattering to snow grain size and snow pack 
morphology. The phase shift in snow at C-band or lower frequencies, studied in this 
project, offers a direct and elegant means to retrieve the SWE. 

The analysis of ERS and airborne SAR data and theory confirm that the 
interferometric phase shift of repeat pass SAR data in a dry snow pack provides a 
physically based means for mapping the spatial distribution of SWE. For SWE 
retrieval the snow-induced phase shift has to be separated from the other phase terms, 
namely the topographic and atmospheric phase contributions. Model calculations 
show that under winter conditions the variations of the atmospheric phase delay play a 
small role for analysis of SWE at regional scale. The topographic phase can be 
determined from interferograms without snowfall. The main limitation for application 
of the method is caused by temporal decorrelation due to differential phase delays at 
sub-pixel scale induced by snow fall or wind re-distribution. In C-band SAR data 
these effects often cause complete decorrelation within time spans of a few days, 
sometimes even within one day. Therefore it is very unlikely that a SWE monitoring 
service can be based on C-band SAR interferometry because it lacks robustness. 

Theory and the available airborne L-band repeat pass (October to February) 
interferograms confirm that L-band is much less affected by temporal decorrelation. 
In high Alpine areas typical SWE values in later winter are of the order of several 
hundred mm SWE, corresponding to snow-induced phase shifts of several fringes at 
L-band. Because of better coherence and larger measurement range, the investigations 
strongly suggest that L-band is preferable for interferometric SWE mapping compared 
to shorter wavelengths. 

In order to fully assess the potential of L-band for SWE retrieval, it is recommended 
to carry out dedicated experiments with airborne and spaceborne SAR during which 
snow depth is measured at test fields in a narrow grid comparable to the pixel size of 
the sensor. The standard grid of snow stations in Austria, for example, has a density of 
about one station per 100 km2 in area, which is unsuitable for validating the SWE 
algorithm. Although the available L-band airborne data suggest that VV polarization 
is preferable to HH because of better coherence, investigations with a larger data set 
are needed to clearly assess the impacts of polarization, incidence angle, chirp 
bandwidth and repeat pass interval for SWE retrieval. 
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In summary, L-band repeat pass SAR interferometry is a promising candidate for 
SWE mapping and monitoring, which could lead to a major break-through for snow 
hydrology, water management and cryospheric research. 
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C.1 LITERATURE REVIEW 

C.1.1 Introduction 

Synthetic Aperture Radar (SAR) Interferometry (InSAR) is today an established 
technique to measure terrain topography [1]. The estimation of the topographic height 
relies on parallaxis measurement using the phase difference between two SAR images 
of the same area acquired - at both ends of a spatial baseline - under slightly different 
look angles. However, the fact that the parallaxis is measured in terms of phase with 
an accuracy of fractions of the wavelength, makes SAR interferometry much more 
accurate than standard triangulation techniques.  

Beside the generation of digital elevation models (DEM’s) SAR interferometry plays 
also an important role in quantitative parameter estimation. The interferometric 
observables - i.e. the interferometric phase and coherence - are very sensitive to 
structural properties of the scatterers within a scene. This sensitivity arises mainly 
from two physical effects. The first one is the decorrelation of the individual speckle 
patterns due to the different projections of the scatterers height distribution into the 
two images, known as volume decorrelation. This leads to a degradation of the 
correlation between the two images and provides sensitivity to the vertical extension 
and EM density of the scatterer. The second one is the different interferometric 
behaviour of volume scatterers and structures with an isolated scattering centre. While 
the scattering contributions of volume scatterers - as they occur at different heights - 
appear as the coherent integration of their phasors over the volume height, the 
contributions from scatterers with an isolated scattering centre are added in phase. As 
a consequence, the interferometric observables are sensitive to the structural 
characteristics of scatterers. Furthermore, temporal and Signal-to-Noise (SNR) 
decorrelation effects depend additional to the structural also on geometrical, and 
dielectric properties of the scatterers in a scene. Hence, with respect to the information 
content, interferometric observables are important for the investigation of natural 
volume (for example vegetation or media with low dielectric constant (ice or dry 
sand), surface and mixed (volume and surface) scatterers.  

Based on the sensitivity of the interferometric observables to structural properties of 
vegetation, a variety of (Semi-) Empirical Models have been developed in order to 
establish relations between interferometric coherence values at a certain frequency 
and / or polarisation and vegetation height or forest biomass based on data regressions 
[14,15,16,17,22,23]. Further application of regression techniques to coherence for 
forestry can be found in [94,95], and agriculture applications [96]. Unfortunately, the 
interferometric observables are not directly (and/or unambiguously) related to 
individual scatterer parameters, so that a straightforward parameter inversion / 
regression is not possible [4]. Different scattering structures -e.g. different vegetation 
heights, densities, and or biomass levels - can lead to the same coherence values and 
become indistinguishable [4,36,37,40]. Furthermore, the semi-empirical nature, of 
these algorithms lack in generalisation and their application on different vegetation 



PAGE C-2 SAR INTERFEROMETRY FOR  
BIO- AND GEO-PHYSICAL RETRIEVALS 

ESA CONTRACT NO
16366/02/NL/MM 

 

 

20 FEBRUARY 2004 VEGETATION PARAMETERS FINAL REPORT

 

conditions is not possible without comprehensive a priori information and / or 
restricting assumptions. 

One key step for single channel systems was the extension of the interferometric 
observation space by temporal observation diversity by means of multi-temporal 
observations. The variation of the interferometric coherence and phase with temporal 
resolution, given by the repeat-pass time interval, enable to interpret and/or evaluate 
changing processes occurring on different time scales described by the amount of 
temporal decorrelation. Interferometric data collected continuously over a long time 
period have been successfully employed to determine the influence of perturbations of 
the propagation medium (atmospheric effects). They have been also used to interpret 
natural changing processes and relate them - mainly on an empirical basis - to 
different scattering processes for classification purposes [14,15,16,17,22,23] or to 
map seasonal variations in vegetation growth [94]. However, there are critical 
limitations on the effectiveness of multi-temporal interferometric data for quantitative 
parameter inversion. The interferometric coherence provides information about the 
amount of change, so that different natural processes may lead to the same amount of 
temporal decorrelation in the same time interval. Hence, generalised modelling or 
interpretation of temporal decorrelation without additional information about 
environmental conditions becomes very difficult.  

Additionally, for volume scatterers temporal decorrelation is superimposed to volume 
decorrelation making - especially at higher frequencies as at X- or C-band - the 
discrimination of volume parameters and temporal effects ambiguous. Consequently, 
the advantage of more observables drops away as the number of unknown parameters 
necessary to describe temporal changes effects increases too. 

Thus, a relation - in form of a scattering model or empirical correlation - linking the 
observables to the wanted parameters has to be established. In order to establish this 
relation for different coherent scattering problems, different approaches - model based 
and empirical - have been followed in the literature over the last years. Regarding a 
single baseline, single frequency and single polarisation interferometric acquisition, 
all approaches lead to unsatisfactorily inversion results. The problem lies in the 
complexity of the EM scattering process that requires even for simple scattering 
models more parameters to be described than the number of available interferometric 
observables. Empirical approaches suffer also under the limited number of available 
observables, which do not allow a complete interpretation of the interferometric 
information.  

In order to extend the interferometric observation space, several multi-parameter 
interferometric approaches have been followed over the last few years: 

Multi-Baseline approaches were the first ones addressed in the literature 
concerning model-based inversion of vegetation parameters from interferometric 
data [2,3,4,5,6].  Based on multi-baseline ERS-1/2 data the problem of vegetation 
height estimation from interferometric data was addressed for the first time [2,3]. 
Temporal decorrelation - affecting especially higher frequencies - was the main 
limitation of these approaches. Latter investigations based on dual-baseline 
interferometric data acquired (quasi-) simultaneously, where successful in 
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estimating parameters as tree height, canopy extinction, and underlying 
topography [4,5,6]. The availability of more baselines allows potentially the 
estimation of vertical vegetation structure profiles [7,8,9]. However, for the case 
of repeat pass implementations, temporal decorrelation effects limit the 
performance or even the applicability of these approaches. 

Multi-frequency methods make use of the frequency dependent behaviour of the 
interferometric observables primarily caused by the frequency dependent 
penetration properties of EM waves. First approaches where based on the use of a 
high and a low frequency in order to estimate directly vegetation height in terms 
of the height difference between the two interferograms [10,11,12,13]. 
Experiments demonstrated that this approach leads to an underestimation of the 
vegetation height due to the fact that neither the higher frequency measures the top 
of the vegetation nor the vegetation layer is transparent at the lower frequency 
[13]. Model based inversion of dual- or multi-frequency InSAR data is also 
“problematic” due to the fact that several parameters of the scattering process 
dependent on the operation frequency, leading thus to under-determined inversion 
problems. 

Quad-Pol: approaches: One alternative - and very promising - way to extend the 
interferometric observation space is the introduction of polarisation diversity. 
Scattering polarimetry is sensitive to the shape, orientation and dielectric 
properties of scatterers. This allows the identification and separation of scattering 
mechanisms of natural media employing differences in the polarisation signature 
for purposes of classification and parameter estimation [18,19]. Thus, the 
combination of the qualitative information provided from polarimetry and 
interferometry is very promising concerning the extraction of forest or other 
structure parameters, as it will be reported in the next section. 

SAR Tomography has been demonstrated for the first time using L-band multi-
baseline data of DLR’s E-SAR system [20,21]. This technique allows a real three-
dimensional imaging of volume scatterers as is the case at lower frequencies for 
vegetation of forest scatterers. Thus, it makes possible apart from height and 
underlying topography estimation an unambiguous evaluation of vertical 
backscattering profiles. The main limitation of this technique - at least for 
conventional SAR sensor configurations - is the large number of acquisitions 
(more than five) required for its implementation. 

With respect to application fields now, forest applications are the most developed - 
with respect to multi-parameter InSAR. Over the last years several groups have been 
working on the interpretation and inversion of multi-parameter InSAR data over 
forested terrain. Compared to forest, agricultural applications are in general 
underdeveloped and not clearly addressed, evaluated and/or validated. The existing 
work relies on the adoption of approaches developed for forest vegetation without 
accounting for the different structural characteristics of agricultural vegetation. The 
activities on these fields will be reviewed in the section 3. Regarding now non-
vegetated scatterers, - first experimental results indicate that - multi-parameter InSAR 
data may have a challenging and interesting impact also in the classical - remote 
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sensing and EM - problem of surface parameter estimation. The actual status on this 
field will be reviewed in section 4. 

C.1.2 Polarimetric SAR interferometry 

Polarimetric Synthetic Aperture Radar Interferometry (Pol-InSAR) is a recently 
developed and fast evolving radar remote sensing technique, based on the coherent 
combination of radar polarimetry and SAR interferometry. The main reason why the 
potential of combining polarimetry and SAR interferometry was not evaluated until 
the late nineties was mainly the lack of appropriate experimental data. On the one 
hand side, fully polarimetric airborne data are available to the scientific community 
since the early eighties while the SIR-C/X-SAR mission in 1994 offered the first fully 
polarimetric spaceborne data sets. On the other hand side, repeat-pass interferometric 
data are widely available since the launch of ERS-I in 1991. However, the first 
interferomeric data takes acquired in a fully polarimetric mode where recorded on 
board of the space shuttle during the last three days of the second SIR-C/X-SAR 
mission in October 1994. 

The combination of polarimetry and interferometry started to be studied in 1995 on 
the basis of the SIR-C/X-SAR data sets. The first scientific publication about 
polarimetric effects in SAR interferometry appeared in May 1996 where the 
polarisation dependent interferometric coherence behaviour was reported addressing 
the supposition that interferograms at different polarisations correspond to different 
scattering centres located at different heights [24]. 

Starting from these early observations, polarimetric interferometry evolved fast in the 
following two years (1996-1998). First, the theoretical framework of vector 
interferometry - necessary to account for a polarimetric observation vector - has been 
worked out [25,26,27,28,29]. The problem of the polarisation dependency of the 
interferometric coherence has been addressed and the analytical solution for optimum 
polarisations states that maximise the interferometric coherence has been derived and 
applied to experimental data [25,28,29]. This way, it was possible to form 
interferograms with a significant higher interferometric coherence than the ones 
obtained from conventional polarisations allowing an improving the accuracy of 
derived DEM’s. This was a first important result showing the potential to increase the 
performance of conventional interferometry by using a fully polarimetric 
interferometric system configuration.  

Furthermore, the coherence optimisation algorithm leads - apart from the optimum 
polarisation state - to other two optimised polarisation states, each one a optimum 
solution in different subspaces. Thus, the coherence optimisation algorithm has been 
alternatively interpreted as a coherent decomposition into three independent 
interferograms [25,26]. Each of these interferograms can be regarded to correspond to 
a different deterministic scattering process occurring at the same or at different height 
inside the resolution cell. Hence, it was possible to decompose the scattering process 
into three different scattering contributions and to estimate their height location in a 
relative as well as absolute sense. The phase difference between the optimum 
interferograms obtained by the application of the algorithm on the SIR-C data turned 
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out to be strongly correlated with the actual forest height [30]. This was a major result 
indicating the potential of the coherent combination of polarimetry and 
interferometry. Even if during the next years these results proved to be of limited 
validity, it was essential in enforcing the scientific work on polarimetric 
interferometry. 

Motivated by these results different groups independently from each other applied the 
optimisation algorithm on laboratory and/or scatterometer data [31,32]. The optimum 
interferograms have been analysed with respect to DEM optimisation [32,34] as well 
as with respect to vegetation height extraction and validated against ground 
measurements [32,33]. The results were in accordance with the results obtained from 
the SIR-C data supporting the drawn conclusions. Moreover, a more empirical 
approach for estimating the optimum polarisation states based on the principle of 
coherence signature plots was addressed, leading to the same polarisation states as the 
analytical estimation approach [32].  

An important step forward was done with the successfully implementation of repeat-
pass interferometry - at longer wavelengths as at L- and P-band - by airborne SAR 
systems. This enabled the acquisition of fully polarimetric interferometric SAR data 
using a conventional polarimetric airborne SAR [35]. Polarimetric interferometric 
data acquired with a variety of spatial baselines over well known test sites become 
available and leaded to a break-though in understanding, development, and validation 
of the new technology.   

The analysis of first multi-baseline L-band airborne polarimetric interferometric data 
permitted for the first time an interpretation of interferograms at different 
polarisations widely unaffected by temporal decorrelation [36,37,38,39,40]. The key 
observation was that (at longer baselines than the ones available by the SIR-C data) 
the optimum coherence values over vegetated and/or forested areas are not more equal 
to one and degrade with increasing interferometric baseline. This is an unambiguous 
indication for that even the optimum polarisation states are affected by volume 
decorrelation, a fact with important implications. Consequently, volume scattering is 
present in the whole polarimetric space so that there is no polarisation state without 
volume scattering contributions and hence no interferogram corresponding to the 
ground can be generated. Furthermore, at L-band vegetation scattering includes 
interactions with the vegetation layer as well as with the underlying ground. The 
analysis of the data indicated strongly that also ground scattering has to be assumed to 
be three-dimensional, i.e. to be present in all polarisation states [36,37,40]. 

Both observations make clear that in general it is not possible to separate entirely 
volume and surface scattering contributions of vegetation scattering in terms of 
optimum interferograms. Consequently, an unbiased estimation of vegetation height 
in terms of phase difference between the optimum interferograms is in general not 
possible, as it leads to an underestimated estimation.   

Analogous experimental observations leading to the same results and conclusions 
have been reported by several independent groups. In [41,42,43,44] the analysis of 
airborne and space multi-baseline SAR data results on the same conclusions about the 
separability of ground and volume scattering contributions. In- and outdoor 
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scatterometer experiments in [45,46] over agricultural vegetation types (maize, rice 
and sorghum) leaded also to similar results regarding the underestimation of 
vegetation height extracted from phase differences between interferograms at different 
polarisations. 

C.1.3 Forest parameter estimation from Pol-InSAR data 

C.1.3.1 Scattering and inversion models 

The absence of any direct relation between physical forest parameters (e.g. forest 
height, density, etc.) and interferometric observables, necessitates the consideration of 
model based estimation approaches [47]. Model based parameter inversion may be 
regarded as a two-step procedure: In a first step, a (coherent) scattering model [M] 
that relates the scattering parameters to the interferometric observables has to be 
established: 

[ ]
Interferometric Scattering

M
Observables Parameters

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥=
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦

  (C.1.1) 

Then, in a second step, the scattering parameters can be estimated from the 
interferometric observables from the inversion of the scattering model as 

1[ ]
Scattering Interferometric

M
Parameters Observables

−

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥=
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦

  (C.1.2) 

The scattering model is essential for the accuracy of the estimated parameters. On the 
one hand the model must contain enough physical structure to interpret the radar 
observables, while on the other hand it must be simple in terms of parameters in order 
to be determinable with a limited number of observables [5, 47]. This trade off is 
mirrored in the two approaches, which have been followed in the literature: direct and 
statistical scattering models  

• Direct models are based on a detailed description of the scatterer in terms of 
discrete particle or equivalent dielectric constant distributions and model the 
radar observables by solving the corresponding Maxwell equations. As a 
detailed description of the scatterer’s structure can be incorporated in terms of 
particle size, shape and orientation, direct models they are characterised by 
precise structural vegetation description paying the price of a large number of 
over-parameterisation.  

• Statistical models - as already indicated by their name - use macroscopic 
statistical and/or symmetry derived properties of the scatterer to state about its 
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scattering behaviour. They are not so detailed as direct models but have the 
advantage to be describable by a significant smaller number of parameters. 

Direct models are in general too complex in terms of parameters and lead in general to 
underestimated inversion problems. They can be solved unambiguously only by 
introducing simplifying assumptions or a priori information and have therefore a 
constrained applicability. In [48,49] vegetation height was extracted by using a 
coherent scattering model based on the combination of a fractal-tree model [50] and a 
∆k interferometric simulator [51,52,53]. This was possible only by using a priori 
information about tree species (for performing the modelling) and a precise ground 
elevation model [45,48]. However, direct models can play an important role in 
concerning the understanding and parameterisation of scattering processes in forest 
environments and thus in the development of accurate simplified inversion models. 
For the quantitative parameter estimation from polarimetric interferometric SAR data, 
statistical models have been proved to be more suited leading to promising results and 
will be considered in the following.  

C.1.3.2 Random volume over ground scattering model  

In the case of forest scattering at lower frequencies, a realistic scattering model has to 
consider both, the vegetation layer and ground interactions. A simple statistical model 
to describe such a scenario is the random volume over ground scattering model 
[7,36,37,40]. Accordingly, the vegetation is modelled as a single layer of thickness hV 
containing a volume with randomly oriented particles and scattering amplitude per 
unit volume mV. This random volume, as shown schematically in Figure C.1.1, is 
located over a ground scatterer positioned at z=z0 with scattering amplitude mG. The 
ground is seen through the vegetation layer by an interferometric system operating at 
wavelength λ with physical baseline B under a mean incident angle 0θ . In this case, 

the complex interferometric coherence 
~
γ  after range spectral filtering, may by written 

as  

 

Figure C.1.1: Random Volume over Ground Scattering Model. 

~
~

0
( )( ) exp( )

1 ( )
V m ww i

m w
γγ φ +=

+
 (C.1.3) 
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~

Vγ denotes the complex coherence for the volume alone, which depends on the 
extinction coefficient sigma  for the random volume, and it's thickness hV as  

~

0
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I
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00
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∫
 (C.1.4) 

0φ is the phase related to the ground topography and m the effective ground-to-volume 
amplitude ratio accounting for the attenuation through the volume 

0

( )( )
( )
G

V

m wm w
m w I

=   (C.1.5) 

The extinction coefficient corresponds to a mean extinction value for the vegetation 
layer, and is a function of the density of scatterers in the volume and their dielectric 
constant. zκ is the effective vertical interferometric wavenumber after range spectral 
filtering, which depends on the imaging geometry and the radar wavelength   

0sin( )z
κ θκ

θ
∆=   (C.1.6) 

θ∆  is the incidence angle difference between the two interferometric images induced 
by the baseline. According to Equ. (C.1.3), the effective scattering centre is located 
above the ground at a height that depends on the ground-to-volume amplitude ratio m 
as well as the attenuation length of the vegetation layer.  

Equ. (C.1.3) - (C.1.6) address the coherent random volume over a ground scattering 
problem as a four parameter problem regarding: 1) the volume thickness hV, 2) the 
volume extinction coefficient σ, 3) the effective ground-to-volume amplitude ratio m, 
and, 4) 0φ the phase related to the underlying topography. 

This random volume over ground model has been used in several vegetation 
parameter inversion scenarios from multi-parameter InSAR data. In [2,3] it has been 
used in an early form for the estimation of forest height from single polarisation 
multi-baseline / temporal ERS (C-band) data and in [7] for the estimation of forest 
parameters and underlying topography from multi-baseline airborne (TOPSAR C-
band) interferometric data. Finally, in [36,37,40,69] the random volume over ground 
model is used for the inversion of single-baseline fully-polarimetric InSAR data.  

The only alternative scenario, apart from a random volume over a depolarising 
ground, which may interpret the experimental observations, is the presence of 
orientation effects in the volume (vegetation layer) [36,37]. The oriented volume 
problem has been considered in [54] and [55] where the analytical solution of the 
problem as well as experimental validation has been shown. However, as will be 
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discussed in the following, the evaluation of a large amount of experimental data has 
shown for forest vegetation at wavelengths up to L-band orientation effects - at least 
for forest vegetation - can be excluded. 

In [57,58] an interesting alternative approach to analyse polarimetric interferometric 
data was addressed. Super-resolution techniques (ESPRIT Algorithm) have been used 
in order to estimate the number of inherent effective scattering centres in the data and 
their height difference. The application of the technique on the SIR-C data sets at L-
band, indicated the existence of two dominant inherent scattering centres, 
corresponding to the ground and forest canopy. These results are in accordance and 
strengthen the random-volume-over-ground scattering model assumption. 

C.1.3.3 RVoG model inversion 

It is designative that, even this simple two layer model leads to an underestimated 
inversion problem for a conventional single-channel single-baseline interferometric 
system. Consequently, in the absence of a priori information and/or simplifying 
assumptions, multi parameter interferometric configurations are needed for its 
inversion. The random volume over ground scattering model can be inverted by a 
single frequency, fully polarimetric, single baseline configuration or by a single 
frequency, single polarisation, multi-baseline configuration. 

Multi-baseline single frequency single polarisation interferometry: By varying the 
baseline all four model parameters (Height, Extinction, Underlying Topography and 
Ground to Volume amplitude ratio) remain the same. The only parameter that changes 
is the effective vertical wavenumber (kz). So, any additional baseline offers two more 
observables while at the same time do not introduce additional unknowns. 
Accordingly, the inversion of the RVoG scattering model can be (in principal) 
performed using only two baselines, in form of an non-linear optimisation problem 
with four unknowns and four observables [7]:  

1[ ]
( )

/

Forest Height
Canopy Extinction

Interferometric Phase and Coherence
MUnderlying Topography

from two or more Baselines
Ground Volume scattering

amplitude

−

⎡ ⎤
⎡ ⎤⎢ ⎥
⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥ =
⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥
⎣ ⎦⎢ ⎥⎣ ⎦

    (C.1.7) 

The availability of more baselines allows potentially the estimation of vertical 
vegetation structure profiles [8,9]. However, in order to obtain two baselines a well-
conditioned inversion problem, the two baselines have to be significantly different. 
The use of long baselines implies a loss in interferometric coherence due to volume 
decorrelation that can be compensated only at the expense of spatial resolution. 
Furthermore, the realisation of large baselines at airborne single-pass implementations 
- especially at lower frequencies (i.e., L- or P-band) - can be difficult and feasible 
only with high technological effort. The acquisition in repeat pass mode introduces 
temporal decorrelation effects that limit the performance or even the applicability of 
the approach. 



PAGE C-10 SAR INTERFEROMETRY FOR  
BIO- AND GEO-PHYSICAL RETRIEVALS 

ESA CONTRACT NO
16366/02/NL/MM 

 

 

20 FEBRUARY 2004 VEGETATION PARAMETERS FINAL REPORT

 

Single-baseline single frequency fully polarimetric interferometry is the second 
way to invert the RVoG model. As the propagation through the volume is scalar, i.e. 
the extinction coefficient σ is independent of polarisation, the random volume 
contribution on the interferometric coherence 

~
Vγ  is polarisation independent. 

Polarisation influences the interferometric coherence only through the variation of the 
ground/volume amplitude ratio m. Accordingly, any additional polarimetric channel 
operating in a single baseline interferometric mode increases the number of 
observables by two, but at the same time introduces one additional unknown 
parameter: the ground-to-volume amplitude ratio for the new polarisation [35,40]. 
Consequently, the inversion of the RVoG scattering scenario using a single baseline 
requires at least three independent polarisations, and therefore, fully polarimetric 
interferometric data [37,40]. 

1[ ]
/

Forest Height
Canopy Extinction

Interferometric Phase and Coherence
MUnderlying Topography

in three Polarisarions
Ground Volume scattering

amplitude for each polarisation

−

⎡ ⎤
⎡ ⎤⎢ ⎥
⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥ =
⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥
⎣ ⎦⎢ ⎥⎣ ⎦

  (C.1.8) 

In principal, the inversion problem as stated above can be solved by using any three 
orthogonal polarisation states. However, the performance of the non-linear inversion 
depends on the choice of the three selected polarisations. The key point for achieving 
high parameter estimation accuracy is a well-conditioned inversion problem. The 
analysis of the inversion performance has shown that polarisations characterised by a 
wide ground-to-volume amplitude ratio spectrum lead to best parameter estimation 
performances [40,65,66]. The polarisations obtained from the coherence optimisation 
algorithm are characterised by the widest possible ground-to-volume amplitude ratio 
spectrum and therefore, lead to the best conditioning of the inversion problem. 
Conventional polarisations, as for example the linear polarisations HH, HV, and VV, 
lead in general to a sub-optimum inversion performance. 

A more severe problem arises from the fact that this six-dimensional optimisation 
problem has in general no unique solutions [40], and a regularisation is required in 
order to establish uniqueness [67,68,69]. One way to overcome this problem - without 
increasing the number of observables introducing a second baseline  - is to force the 
smallest m = 0 (m1 > m2 > m3, = 0 ) [69,70].  

Regarding the forest height estimation, the effect of this assumption is not serious 
[70], as the errors introduced by the assumption are compared to the intrinsic 
uncertainties in the data. However, as mentioned above, there is no polarisation 
channel that can be considered to have a zero ground scattering component. 
Therefore, it is of importance to ensure minimisation of the ground to volume ratio 
employing the optimum polarisation channels as the cross-polarised channel does not 
necessarily minimise the ground component. However, the most elegant way to 
overcome this ambiguity problem, is by introducing a second baseline [9]. This allows 
an unambiguous and unrestricted estimation of all model parameters [9]. 

Up to now, the inversion performance of this technique has been validated for 
deciduous as well coniferous forest stands in different European test sites with flat and 
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mountainous terrain predominantly at L-band. In all cases the estimation accuracy of 
forest height lies on the order of 10% [37,40,61,72,73] indicating the stability and 
robustness of the approach. Recently, tree height inversion results obtained using the 
same approach at P-band over tropical forest have been reported in the literature [63].  
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Figure C.1.2: Left: L-band SAR Image. Right: Forest Height: Estimated and 
measured.  

Figure C.1.2 shows tree-heights (estimated and measured) obtained from the inversion 
of single-baseline single frequency fully polarimetric interferometric data from the 
Oberpfaffenhofen test site in Germany.  

The performance of the inversion technique has been also tested using laboratory and 
ground-based scatterometer data in more controlled experimental environments. The 
obtained results are similar to the results reported to be obtained from SAR data. The 
estimation of vegetation height is good, while the estimated of the other parameters 
indicating the estimation ambiguity problem mentioned above [71]. While the 
inversion of forest height has been validated against accurate ground measurements, 
the other obtained parameters, i.e. forest extinction, underlying topography, and 
ground scattering amplitudes, have not been validated up to now mainly because of 
the lack of accurate ground measurements.  

There are main advantages of the single-baseline fully polarimetric mode compared to 
the multi-baseline single polarisation approach. The first one is that additional to the 
volume parameters, the inversion of polarimetric interferometric data provides also 
estimates about the effective ground-to-volume amplitude ratio at the different 
polarisations. This information about the ground scattering under the vegetation layer 
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may open the way for the parameter estimation of vegetation covered terrain. The 
second one is that it requires only a single baseline. This can be essential regarding 
space-borne implementation scenarios.  

However, the inversion of the random-volume-over-ground scattering model 
consumes five out six available observables. There is no - much - more remaining 
information that will allow the consideration of a more complicated vegetation 
structure. Therefore, extension of the scattering model requires either the use of a 
priori information or more observables, as for example by using one or more 
additional baselines.  

C.1.3.4 RVoG model validation 

The significance of any scattering model depends on its ability to fit experimental 
observations. Therefore, it is essential for any model-based parameter estimation to 
ascertain about the validity of the underlying model. One of the big advantages of the 
RVoG model is that it is possible to prove its validity from single-baseline 
polarimetric interferometric data without the need of any other information. The key 
for this is hidden in the geometrical interpretation of the model.  

 
Figure C.1.3: Geometrical Interpretation of the RvoG Scattering Model 

One key steps in understanding the role of polarisation in the RVoG scattering model 
is its geometrical interpretation. To obtain a geometrical interpretation of Equ. 
(C.1.3), it is important to recognise that the only parameter that varies with 
polarisation is the ground-to-volume amplitude ratio m. Thus Equ. (C.1.3) can be 
rewritten as 

~ ~ ~

0
( )( ) exp( ) (1 )

1 ( )V V
m ww i

m w
γ φ γ γ⎡ ⎤

= + −⎢ ⎥+⎣ ⎦
 (C.1.9) 

This is the equation of a straight line in the complex plane, generated by the real 

parameter m. The line is going through the constant point 
~

0exp( ) Viφ γ  with direction 



ESA CONTRACT NO 
16366/02/NL/MM 

SAR INTERFEROMETRY FOR  
BIO- AND GEO-PHYSICAL RETRIEVALS 

PAGE C-13 

 

 

FINAL REPORT VEGETATION PARAMETERS 20 FEBRUARY 2004

 

~

0exp( )(1 )Viφ γ− . Accordingly, the RvoG model predicts that the variation of the 
complex coherence as a function of polarisation is along a straight line inside the 
complex unit circle [59,60,40]. In other words, by changing the polarisation state of 
the two interferometric images forming the interferogram, the loci of the 
corresponding complex coherences lie on a line inside the complex unit circle. The 
movement along a direction on the line corresponds to a monotonic (increasing or 
decreasing) change in m. 

Hence, a direct assessment of the validity of the RVoG model is possible by forming 
interferograms using different polarisations, plotting their complex coherences on the 
complex unitary circle and measuring their deviation from a straight line [60,74]. This 
can be performed by means of chi-square statistics. Using N different polarisations for 

forming an interferogram one obtain N complex coherence values 
~

iγ . If the RvoG 

model is valid then the real and imaginary parts of 
~

iγ have to satisfy  

~ ~
Im{ ( ) } Re{ ( ) }w A w Bγ γ= +  (C.1.10) 

To measure how well the data satisfy this condition accounting for the intrinsic 

variance of amplitude and phase of the estimated complex coherences when 
~
|| 1γ i ≤ a 

chi-square merit function can be used which in this case is 

~ ~

2
2 2 2

1 Im Re

Im{ ( ) } Re{ ( ) }( , )
N

i i

i i i

w A w BA B
A

γ γχ
σ σ=

− −=
+∑  (C.1.11) 

2
Re iσ  and 2

Im iσ are the standard deviations of the Real and Imaginary part of 
~

iγ  
respectively, and can be estimated directly from the data. Minimisation of Equ. 
(C.1.11) by setting the partial derivatives of 2 ( , )A Bχ  with respect to A and B to be 
zero, allows a least-squares determination of A and B, 

2 / 0Aχ∂ ∂ =    and   2 / 0Bχ∂ ∂ =  (C.1.12) 

Note that while the condition - and thus the resulting equation - for the intersection 
point is linear, the condition for the slope is non-linear, due to the appearance of A in 
the denominator of Equ. (C.1.11). The agreement between the data and the model can 
be expressed by the “goodness” of the fit given by the probability Q  

22( , )
2 2

NQ χ−= Γ   with  0 1Q≤ ≤     (C.1.13) 

where (..,..)Γ is the incomplete gamma function. Large Q values indicate a good 
agreement between data and model while low Q values make the application of the 
RvoG model questionable. 
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Using this simple but essential concept a variety of Pol-InSAR data sets acquired over 
different test sites - including the ecologically important temperate, boreal and 
tropical forests - by different sensors have been evaluated with respect to the validity 
of the RvoG model. Figure C.1.4 shows the Q maps obtained over the Kudara, Russia 
test site (SIR-C/L-band) as a representative site for boreal forest conditions.  

Model Validation: Boreal Forest
L-band SIR-C  / Test Site: Kudara,Russia
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Figure C.1.4: Left: SAR Image, Middle Q Map, Right Mask for Q>80% for the 
Kudara Test Site. 

The chi-square test can be seen as an indirect way of testing the assumption of the 
Random Volume (RV). In general, high Q values indicate a good line fit and verify 
thus the Random Volume (RV) assumption as orientation effects introduce deviations 
from the line. Regarding the inversion performance the “line test” do not provide 
evidence. This becomes clear by looking at the case where the line shrinks to a point. 
Assuming the baseline not to be zero, this means that all polarisations lead to 
interferograms with the same coherence values (less than one). This indicates the 
presence of a random volume (no orientation effects and no ground scattering). In this 
case the RV assumption is valid, but inversion is not possible due to the fact that all 
complex observables are the same. 

The inversion performance depends mainly on the length of the visible line. Longer 
lines lead to more accurate parameter estimates than shorter lines (in general) [66].  

However, the chi-square test fails (i.e. a high probability Q does not reflect validity of 
the RV assumption) is the case of very low coherences. In this case the variance of 
real and imaginary part of the complex coherences is so big that make every fit a good 
fit. This becomes clear by looking to the river at the middle of the Kudara test site on 
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Figure C.1.4. The river itself is totally decorrelated but appears with high Q values in 
the Q-map. Yet, both scenarios (i.e., equal coherences and very low coherences) can 
be recognised directly and can be accounted in the interpretation of the Q maps.    

A final uncertainty in the interpretation of the chi-square test is the question about 
how strongly orientation effects bend the line. This is a function of baseline and for 
some baseline configurations uncertainties in the interpretation may be possible. 
However, a strong variation of Q with baseline is an indication for such cases. 
Nevertheless, the line test is a very valuable test as it allows data scrolling and 
conclusions about large image parts. 

C.1.4 Surface parameter estimation from Pol-InSAR data 

The sensitivity of microwave scattering to the dielectric properties and the geometric 
structure of bare soil surfaces makes radar remote sensing a challenge for a wide 
range of environmental issues related to the condition of natural surfaces. Especially, 
the potential for retrieving soil moisture with a high spatial and/or temporal resolution 
represents a significant contribution to hydrological and meteorological modelling, as 
well as to economical optimisation of agricultural procedures.  

Surfaces are characterised in terms of their material and geometrical properties. One 
of the main parameters describing the material properties of surfaces is the volumetric 
soil moisture content. The relation to the radar backscatter signal is given primarily by 
the dielectric constant. The geometric properties are described by the spatial 
roughness scales in both, horizontal and vertical directions, in terms of the surface 
RMS height s and the surface correlation length, l respectively. In the scattering 
problem both parameters are scaled by the actual wavelength in terms of ks and kl 
(k=2π/λ) [75,76,77,78].  

C.1.4.1 SAR polarimetry 

The main problem for the quantitative estimation of soil moisture and/or surface 
roughness from SAR data lies in the separation of their individual effects on the 
(coherent) backscattered signal. Polarimetry plays an important role as it allows a 
direct or indirect separation of roughness and moisture induced effects. The scattering 
problem of electromagnetic waves from randomly rough surfaces has been an actual 
research topic over decades and is still not satisfactorily solved, as no exact closed-
form solutions exist hitherto. However, for many practical applications, approximate 
solutions are sufficient [79,80,81]. As there is no linear relationship between the 
surface parameters and the backscattering signal scattering models or empirical 
relations have been developed for their estimation. In the field of radar remote sensing 
the most common approximation methods are based on the evaluation of 
backscattering amplitudes considering single or dual-channel SAR data. The choice of 
an appropriate scattering model is essential for the quantitative estimation of the 
surface parameters. On the one hand side, the model must contain enough physical 
background and on the other hand it should have a right balance between the amount 
of observables and the desired parameters. As the observed object (natural surfaces) is 
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complex a priori information and/or assumptions help to simplify the inversion 
problem [82,83,84]. Hence, in order to obtain an accurate soil moisture estimates, 
scattering models require information about the surface roughness or the roughness is 
considered as a disturbing effect and conditions are developed in order to minimise its 
influence.  

However, an independent estimation of roughness conditions is not possible by using 
a single polarisation and single- frequency SAR data. By increasing the number of 
observables - using fully polarimetric data - the number of surface parameters and 
their estimation accuracy increases [85,86,87]. However, the main limitation of using 
polarimetric backscattering amplitude models is their insufficiency to predict / 
interpret secondary scattering and depolarisation effects, resulting in a biased surface 
parameter estimates.  

A large class of natural surface scatterers, is characterised by secondary and multiple 
scattering effects. With increasing surface roughness, relative to the wavelength 
implied, the effect of multiple scattering becomes stronger, generating an adequate 
|HV| scattering component. Also the case of vegetation-covered surfaces can not be 
accounted with surface scattering models. Dihedral scattering due to small correlation 
lengths characterised by |HH| > |VV|, and/or diffuse scattering (|HV| contribution), 
affecting the backscattered signal. Both effects lead to a violation of the requirements, 
or to a biased estimation of the roughness and moisture parameters. 

C.1.4.2 Interferometric effects 

While the problem of soil-moisture / roughness estimation of bare surfaces has been 
extensively analysed in terms of conventional polarimetric SAR data, the information 
content of interferometric data regarding these parameters has not been illuminated 
sufficiently. In the following we review the different decorrelation contributions on 
the interferometric coherence with respect to the estimation of surface parameters.  

The interferometric coherence (between two images S1 and S2 acquired from slightly 
different look angles) is given by  

1 2

11 11 22 22

| |: S S
S S S S

γ
∗

∗ ∗

< >=
< > < >

 (C.1.14) 

For a single pass interferometric system (i.e. ignoring temporal decorrelation) two are 
the main decorrelation contributions [1] 

Spatial SNRγ γ γ=  (C.1.15) 

γSpatial expresses the decorrelation caused by the different projections of the scatterer 
reflectivity into the two SAR images due to their slightly different acquisition angles. 
Thus, it is a baseline dependent contribution which can be splitted into two individual 
contributions:  
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Spatial Range Volumeγ γ γ=  (C.1.16) 

γRange describes the decorrelation due to the different projections of the ground-range 
scattering reflectivity. On the other side, γVolume expresses the decorrelation caused by 
the different projections of the vertical distribution of the scattering reflectivity. γVolume 
is given by the Fourier transformation of the vertical distribution of the scatterer. 
Assuming a homogeneous scatterer distribution with an effective height of sV, γVolume 
becomes  

sin( )~ z V
Volume

z V

s
k s
κγ  (C.1.17) 

where  0( ) / sin( )zκ κ θ θ= ∆  is the vertical wavenumber, ∆θ baseline induced difference 
in the incidence angles and θ0 the reference incidence angle.  

γSNR expresses the decorrelation caused by the uncorrelated additive noise 
contributions in the two interferometric images [88] 

1

1
1 ( )SNR SNR

γ −=
+

 (C.1.18) 

 

 
Figure C.1.5: SNR decorrelation as a function of the interferometric 
coherence. 

It depends on the backscattering intensity of the scatterer and is independent of the 
interferometric baseline. Figure C.1.5 γSNR is plotted against SNR. For SNR = 0 [dB] 
γSNR= 0.5 , for SNR values below -10 [dB] γSNR drops bellow 0.1 while for SNR 
values above 15 [dB] γSNR ~ 1. 

Concerning now the information content of the individual coherence contributions 
with respect to geometrical and dielectric surface parameters the following 
conclusions can be stated: 
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• γRange depends (in first order) on the correlation properties of the ground range 
reflectivity spectrum. The variation of the statistical parameters of the surface 
(i.e. roughness and correlation length) effects mainly the amplitude 
distribution of the ground range reflectivity spectrum but not its correlation 
properties. Thus, the amount of γRange does not provide directly information 
about the surface characteristics. 

• γVolume is sensitive to height variations in the order of tenths of 2π/κZ. After 
filtering the image spectra a total correlation for surface scatterer and changes 
depending only on the volume decorrelation can be observed. This observation 
was first addressed in [89] using multi-baseline interferometric ERS-1 SAR 
data to derive experimental results and has been confirmed using simulated 
multi-baseline interferometric SAR data. The approach has a high potential 
with respect to vegetation parameters estimation. Considering the estimation 
of surface parameters, the sensitivity to height variations of γVolume in relation 
to the height variation of natural surfaces which are characterised by a rms-
height s being in the order of tenths of centimetres is very small. The vertical 
wavenumber has to be on the order of ~10 to provide sensitivity of γVolume to s. 
Such κZ values exceed the critical baseline for most realistic system 
configurations. 

• γSNR contains information of the surface characteristics, as the backscattered 
intensity depends on both, geometric and dielectric properties of the surface. 

Recapitulating, the baseline dependent contributions of the interferometric coherence 
do not contain practical useful information about the underlying surface properties. 
After spectral filtering of both images to a common ground-range bandwidth γRange = 
1, so that γSpatial = 1. Thus, the only remaining contribution sensitive to roughness and 
dielectric constant conditions of a surface scatterer is γSNR. Its information content, for 
a given system noise level, is in principal nothing more than the information about the 
backscattered intensity. Yet, the sensible difference between γSNR and intensity lies in 
the speckle: while conventional SAR images are affected by speckle, the two 
interferometric images - after spectral filtering - contain the same speckle 
contributions which cancel each other out by forming the interferogram.  

A theoretical treatment of surface roughness effects in SAR interferometry, where 
surface roughness is addressed as a volume decorrelation source, is given in [90]. 
However, the required baselines configurations exceed by far the critical baseline of 
existing and planned conventional interferometric systems. A more realistic approach 
combining a coherent polarimetric scattering model to interpret the contributions 
roughness and moisture content of interferometric observables over rough surfaces at 
different polarisations has been addressed in [91,92,93].  

The estimation of surface parameter form interferometric observables is still under 
investigations but the first observations indicating that the interferometric coherence 
could help to extend the validity range of conventional polarimetric models. 
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Figure C.1.6: Interferometric coherences at different polarisations over bare 
fields [91]. 

C.1.5 Summary and conclusions 

The literature review on quantitative vegetation and surface parameter estimation 
from multi-parameter InSAR data can be summarised in the following points: 

• There is no direct relation between scattering parameters and interferometric 
observables (phase and coherence) at any frequency or polarisation. Hence, a 
direct estimation of bio-/geo-physical vegetation and/or soil parameters from 
interferometric data is in general not possible.  

• Nevertheless, accurate forest parameter estimation has been demonstrated based 
on the inversion of scattering model that relate the scattering parameters to the 
interferometric observables. 
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• However, due to the complexity of the vegetation and surface scattering 
processes, the robust inversion of scattering models requires an extended 
observation vector in terms of multi-parameter InSAR observations. 

Regarding the possible ways of extending the observation vector now 

• Frequency diversity is not the optimal choice because several parameters of the 
scattering process are frequency dependent. Consequently, too many model 
parameters change with frequency leading (in general) to ill-conditioned 
inversion problems. 

• Temporal diversity provides information about the dynamic behaviour of 
scatterers and allows qualitative conclusions as well as classification of 
scattering parameters. However, the presence of temporal decorrelation limit 
seriously the performance of model based quantitative parameter estimation. 

• Baseline diversity is one promising ways to extend the observation vector. The 
change of baseline does not affect the main parameters of vegetation and surface 
scattering models and leads so to well conditioned inversion problems. The main 
constrain is - again - the effect of temporal decorrelation when the baselines are 
obtained in a repeat pass mode.  

• Polarisation diversity is an alternative effective way to extend the observation 
space. The propagation through forest canopy layer(s) is - at least at C- and L-
band – widely independent of polarisation so that the number of volume 
parameters in the inversion process does not increase by adding more 
polarimetric observations. Also here, the main constraint arises from temporal 
decorrelation effects. However, the fact that only a single baseline is required 
makes implementation scenarios more feasible. 

Regarding the scattering models used for quantitative parameter estimation following 
points can be made: 

• Statistical scattering models seem to be more promising than direct models. The 
main reason for this is that they are addressed in terms of a small number of 
parameters, and thus their inversion can be performed using realistic observation 
vectors. However, their correctness in terms of ability to fit the experimental 
data (and thus the underlying scattering process) has to be warranted. 

• The most used statistical scattering model for vegetation scattering is the 
random-volume-over-ground scattering model. It fits sufficiently several 
experimental observations over different forested environments at C-, L-, and/or 
P-band and its inversion leaded to sensible estimation results. 
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C.2 IDENTIFICATION OF VARIABLES AND TECHNIQUES 

C.2.1 Physical vegetation and surface parameters 

Comparing vegetation (forest and agriculture) and surface (vegetated and bare) 
parameter estimation, the best understood and most developed and validated 
applications are the ones concerning forest parameters. Keeping in mind that the main 
objective of this study is to evaluate parameter estimation with reduced observation 
vectors we propose to focus on inversion scenarios for forest parameters.  Regarding 
the forest parameters that can be potentially estimated from the inversion of multi-
parameter interferometric data, following parameters are identified:  

1. Tree/ forest height is one of the most important parameters in forestry along 
with dbh/ basal area1 and tree species. Being a standard parameter in forest 
inventories, tree height is hard to be measured on the ground and typical 
estimation errors are given with 10%, yet increasing with forest height and 
density. All three parameters, height, dbh and tree species, are used to 
calculate the biomass of a tree, or the forest as the sum of all trees. 

Inventory tables for managed (here: single species, single layer) temperate 
forests [94] suggest that by only using the parameter mean tree height, forest 
biomass can be estimated with an error of +/- 15% due site conditions and 
different forest management [95], or species [97]. 

Since table-conform forests refer to an ideal situation, it is necessary to test the 
height-biomass allometry with real forest inventories data. When assuming 
that no forest (especially not a natural one) is really mono-layered, it becomes 
clear that the mean tree height is not very representative. It will even differ 
when different inventory directives set different dbh limits, thereby in- or 
excluding smaller trees. Probably, the most significant forest height unit for a 
number of applications is the upper canopy height, or in forestry terms h100, 
the height of the 100 highest trees (per hectare). Already in 1973, the FAO 
recommended the upper canopy height as a prime forest parameter in global 
ecosystem classification [96]. An h100-biomass allometry does not 
substantially differ from the table-derived mean height-biomass allometry 
since in mono-layered forests the difference between mean height and h100 
does not exceed 2m. Tested for its suitability using real forest inventory from 
montane temperate spruce forests (managed), it could be shown, that h100 
explains biomass with an r2 of 0.80, mainly affected by varying stand 
densities, and basal area with an r2 of 0.74, mainly affected by the species 
composition [98]. 

According to the results published in the literature, its estimation can be 
performed with an accuracy of about 10-20%. This, combined with the fact 

                                                 
1 Dbh: diameter at breast height: 1.35m; basal area: cross-section of all trees at breast height: 1.35m 
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that forest height cannot be estimated - on a global scale - with comparable 
accuracy or spatial resolution by any other remote sensing technique make the 
verification of the extraction of vegetation height from polarimetric 
interferometric data a very important objective of this study. 

2. Underlying topography is an important commercial parameter as it allows the 
correction of the vegetation bias always present in conventional 
interferometry. Stable underlying topography estimation from dual polarised 
interferometric data may be of particular interest with respect to ASAR / 
ENVISAT like configurations. 

3. Forest biomass is essential for ecological modelling and forest inventory and is 
today the big unknown for global ecosystem change modelling. Its direct 
(regression based) estimation from SAR data has been subject of many studies 
and is restricted by relative low saturation levels that make a global biomass 
inventory by means of conventional SAR techniques very limited. On the 
contrary, allometric estimation of forest biomass from forest height is almost 
unsaturated and is a good candidate for a global above ground biomass 
inventory. Because of the actual scientific and political demand for accurate 
biomass estimation, the question of biomass estimation from polarimetric 
interferometric SAR data is proposed as one of the key objectives of this 
study. 

4. Canopy extinction: The density of the vegetation cover affects the radar 
signature through extinction of the forward propagating wave. This extinction 
is related to structural attributes such as the leaf area index (LAI) of the 
canopy and canopy density. 

In accordance with ESA forest height has been selected as the parameter for 
further investigation in the frame of this study. Its importance in ecological and 
commercial applications combined with the potential to be estimated from reduced 
observations vectors – as required by ESA’s Statement of Work - have been the main 
reasons for this decision.  

C.2.2 Selected data sets 

C.2.2.1 Oberpfaffenhofen test site, Germany 

The test site is a mixed forest/urban/agricultural region surrounding the DLR centre in 
Oberpfaffenhofen, near Munich in Germany. The forested area includes homogeneous 
beech and pine stands with different ages and heights as well as mixed forest stands. 
Figure C.2.1 shows the L-band SAR amplitude images at three different polarisations. 

SAR data: For this test site, a large number of multi-baseline, multi-temporal, fully 
polarimetric interferometric data sets at L-band are available. The data are collected 
by DLR’s E-SAR system continuously over the last years. Some of the available SAR 
data are summarised in Table C.2.1 
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Table C.2.1 
Available SAR data for the Oberpfaffenhofen test site. 

Frequency Polarisation Interferometry Spatial Baselines Temporal Baselines 
L-band HH-HV-VH-VV Repeat-Pass 5 10 min. 
X-band VV Single-Pass 1 - 

 

 

   
Figure C.2.1: HH, HV, and VV SAR amplitude images at L-band of the 
proposed Oberpfaffenhofen test site. 

Ground measurements: The available ground measurements include forest height, 
canopy density, and species measured at a sufficient large number of sample points 
and geographically referenced information on topography. Optical and multi-spectral 
remote sensing data sets are also available.  

C.2.2.2 Fichtelgebirge test site, Germany 

The Fichtelgebirge area, is a mountainous region with representative managed forests 
stands of varying structure and age for two dominant commercial forest species: 
European beech (Fagus sylvatica L.) and Norway spruce (Picea abies Karst. L.). The 
Fichtelgebirge area varies in topography, edaphic situation, and forest management 
practices from 650 m a.s.l. to 1054 m a.s.l.. The variability of its site climate, terrain, 
and soils in combination with two monospecific forest types with a resulting large 
gradient in tree age, stand height, stand density, and biomass (from 100 tons/ha up to 
400 tons/ha) renders it as an excellent test site for this study. 
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Figure C.2.2: HH, HV, VV amplitude images at L-band of the Fichtelgebirge 
test site.  

SAR data: E-SAR Airborne repeat pass interferometric fully polarimetric data at L-
band with multiple baselines acquired using different imaging geometries. X-band 
single pass interferometric data for topographic reference. Available SAR data are 
summarised in Table C.2.2.  

Table C.2.2:  
Available SAR data for the Fichtelgebirge test site. 

Frequency Polarisation Interferometry Spatial Baselines Temporal Baselines 

L-band HH-HV-VH-VV Repeat-Pass 3 10 min. 

X-band VV Single-Pass 1 - 

 

Ground measurements: A extensive ground measurements data base from forest 
inventory (Forest Inventory 2002; DbH and height measurements of statistically 
sampled tree within 400m2 circles, regular 4 ha grid) and measurements of biomass 
and forest structure (University of Bayreuth, Germany, and Max Plank Institute, Jena, 
Germany) is available for this study. The data sets include geographically referenced 
information on topography, geology, soils, tree species distribution, forest inventory 
biomass as well as several areas with very detailed plot measurements of site 
conditions, tree biometric and tree growth parameters. 
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C.2.2.3 Kudara test site, Russia 

The test site is a mixed agricultural-forested region without strong topographic 
variations crossed by the Selenga River. It is located over the SE Baikal Lake Selenga 
River delta region of Buriatia in East Siberia, Russia. Figure C.2.3 shows the L-band 
SAR amplitude images at three different polarisations. 

       
Figure C.2.3: HH, HV, and VV amplitude images at L-band of the Kudara test 
site. 

SAR data: The site comprises three fully polarimetric repeat-pass interferometric 
data sets at C- and L-band acquired by the shuttle-borne SIR-C sensor in October 
1994. The temporal baseline between the acquisitions is about 24 hours. The available 
SAR data are summarised in Table C.2.3. 

Table C.2.3:  
Available SAR data for the Kudara test site. 

Frequency Polarisation Interferometry Spatial Baselines Temporal 
Baselines 

C-band HH-HV-VH-VV Repeat-Pass 2 24 hours 

L-band HH-HV-VH-VV Repeat-Pass 2 24 hours 

C.2.3 Tasks and methodology 
Based on the conclusions drawn out of the literature review, the list of proposed 
parameters and the selected test sites we propose the following tasks for this study:  

Task 1: Evaluation of the forest height estimation accuracy using single baseline 
fully polarimetric InSAR data. This estimation accuracy will be the reference for the 
evaluation of the following tasks. For this task the following steps are proposed: 
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• Implementation of the inversion algorithm for the Random-Volume-over-
Ground scattering model for a single baseline and application on the data. 

• Validation of the obtained forest height estimates against the ground 
measurements 

Task 2: Evaluation of the influence of a successive reduction (dual- and pseudo dual-
pol.) or modification of the interferometric observation vector (multi-temporal dual-
pol. instead of single-baseline quad-pol.) on the number of parameters that can be 
estimated and on their estimation accuracy. Emphasis will be given on scenarios 
providing a similar observation vector as provided by the ASAR configuration. The 
following steps are proposed for this task: 

• Simulation of the inversion performance for the different inversion scenarios. 
• Implementation of the most promising inversion scenarios and application on 

the experimental data. 
• Validation of the obtained parameter estimates against the ground 

measurements. 

 

Task 3: Evaluation of the impact of available a priori information (as for example the 
availability of an available DEM) on the different parameter inversion scenarios as 
well as the required accuracy for this a priori information. For this task the following 
steps are proposed: 

• Simulation of the inversion performance for the different inversion scenarios. 
• Implementation of the most promising inversion scenarios and application on 

the experimental data. 
Validation of the obtained parameter estimates against the ground measurements. 
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C.3 ELECTROMAGNETIC INTERACTION MODELLING 

C.3.1 Introduction 

In chapter C.2 tree height was selected as a promising key parameter for land surface 
InSAR retrieval. Therefore, this chapter is on the development and validation of direct 
EM scattering models to predict the complex coherence of forested terrain. Two 
approaches will be considered, the first based on a 3-D coherent EM model and the 
second on a simplified 2-layer representation of the coherence. The output of the 
rigorous EM model will be compared with the simplified version with a view to using 
the latter as the basis for height estimation via model inversion as part of chapter C.4. 

C.3.2 Coherent EM scattering model for InSAR studies 

To enable an assessment of coherence sensitivity to parameter variation, a full 
Maxwell equation based wave propagation and scattering model is used to generate 
test InSAR data. A capability to model forest scattering in detail has been developed 
at DSTO, Adelaide, Australia [108, 106]. The simulation employs a 3-D, voxel-based, 
vector wave propagation and scattering model, combined with detailed descriptions of 
tree architectures used to model the forest canopy [108, 106, 107, 103]. A more 
complete description of the simulation is available in [107]. In the following, some of 
the more salient features are described briefly. 

The calculations incorporate techniques for the prediction of low frequency 
attenuation and scattering from forests, using enhanced wood and soil permittivity 
models. Rough ground effects are included in ground-target and ground-volume 
interactions. The forest SAR model has been validated at VHF against observation. 
Predictions at L-Band have been compared with SAR observations of other pine 
forests and the clutter and attenuation models yield values comparable with 
observation. 

Importantly, the simulation software has been rigorously tested and validated against 
theoretical predictions at L-Band. Calculations for direct-ground, direct-volume, 
ground-volume and ground-volume-ground interactions have all been tested and 
shown to reproduce correct theoretical results. 

The simulation is fully polarimetric, entirely coherent and deterministic, and is able to 
account for volume decorrelation effects in polarimetric radar interferometry. 
Penetration and scattering are calculated as functions of wavelength and polarisation 
and depend upon tree and canopy biophysical properties. Simulated SAR images are 
the coherent superposition of focused scattering events, each arising from a tiny 
element of the scene. For example, the scattering amplitude in-situ is estimated for 
each branch element as a function of platform position: the voxel method permits 
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modelling of the effects of canopy inhomogeneity on the local mean field. A 
mathematical model for the simulated coherent SAR image is  

∑=
j

jj sRxQFRxP ),,(ˆ ),( 0000  (C.3.1) 

where 

),( 00 RxP  is the polarimetric pixel value at cross range 0x  and range 0R  

jF  is the polarimetric scattering amplitude associated with the scene element, and 

),,(ˆ
00 jsRxQ  is the complex system point spread function depending upon the 

effective scattering centre js . 

Scattering amplitudes may be averaged both in azimuth and frequency. Each element 
has an effective scattering centre. For first order returns this is simply the centre of the 
element. For higher order returns, involving multiple reflections, the effective 
scattering centre is determined rapidly at run-time using knowledge of the scattering 
path and the antenna motion. The simulated SAR images are given in ground range 
and azimuth. 

Direct-ground contributions are calculated from ground facet elements using a hybrid 
deterministic/stochastic approach. Ground facet RCS values depend on local 
incidence through a physical scattering model (the Bragg or small perturbation 
model), to which speckle is added. Direct-volume, ground-volume and ground-
volume-ground interactions are calculated. All volume terms originate from the forest 
canopy. This is modelled as tree structures described as collections of dielectric, 
absorbing cylinders and pine needles. The (complex, phase containing) system point 
spread function is determined from SAR imaging geometry, bandwidth and 
processing options. The platform motion is ideal, and the platform is modelled as 
having a straight, uniform trajectory.  

To test the model, the SAR simulator was first employed in a limited sense to 
simulate coherent backscatter from a random canopy above a flat ground. A point 
spread function matched to the airborne DLR E-SAR system was used with 0.69m 
azimuthal resolution and 1.38m ground range resolution. Simulations were carried out 
at L band (23cm wavelength) and at 45 degrees angle of incidence from 3km altitude 
with 10m and 20m horizontal baselines. The random canopy has a uniform density 
and height of 10m. Branch dimensions are Gaussian with mean length 1.5 m and 
standard deviation 0.2m. Branches have a uniformly random orientation distribution 
and constitute a mean volume fraction of 0.2%. This example provides a convenient 
check of the algorithm performance.  

Before a sensitivity analysis of the coherent SAR simulator is shown a brief 
description of the various components of the simulator are provided. 
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C.3.2.1 Direct-ground scattering 

A digital terrain map (DTM) is interpolated and divided into triangular facets of 
sufficiently small size as to ensure fully developed speckle. A physical model is 
adopted for the ground RCS, which depends upon ground permittivity, in turn 
dependent upon soil moisture and frequency. For low frequency the small 
perturbation model (SPM) with Gaussian correlation has been deemed sufficient. The 
effective scattering centre is determined simply as the facet centre, and the centre of 
focus simply the projection of this point onto the SAR imaging plane, which may be 
done using near-field or far-field models. Local speckle statistics are assumed 
Gaussian and scattering amplitude values are drawn from distributions using the mean 
RCS for the facet as determined from local incidence. Speckle phase may be added to 
the ground return at this stage using a correlated speckle phase model. This model 
contains a speckle phase correlation distance which depends upon surface roughness, 
surface correlation length, wavelength and incidence angle. The correlated speckle 
phase model reduces to uncorrelated speckle phase for short wavelength and surface 
correlation length, as well as for large surface roughness. 

The scattering amplitude is scaled by attenuation tensors determined from line-of-
sight visibility through the canopy, and averaged over frequency and Doppler 
bandwidths. Thus, for the ground facet scattering amplitude it can be stated that: 

>=<
igroundsground SF γγ  (C.3.2) 

where the angular brackets denote the Doppler and frequency averaging, 
s

γ  is the 

attenuation suffered over the return scattering path, 
i

γ  the attenuation suffered over 

the incident path and groundS  is the unattenuated ground facet scattering amplitude. 

The attenuation parameters depend upon the detail of canopy constitution and are 
calculated in the first order smoothing approximation based on knowledge of the 
scattering properties of the forest canopy, if present. Direct-ground returns may be 
shadowed by targets when these are included in the calculation. 

C.3.2.2 Volume scattering 

The forest environment has been modelled using detailed tree architecture models for 
Scots Pine, provided by the University of Joensuu, Finland [107]. These take the form 
of collections of dielectric cylinders, with detailed information concerning sapwood 
and heartwood dimensions, and needle distributions. Moisture content plays a 
dominant role in determining attenuation by the canopy and this information is vital 
for correct estimation of effective canopy permittivity. The forest is described using a 
map of tree positions and heights, and these heights are used to extract from the tree 
architecture database the tree model whose dimensions most closely match the tree at 
the location. The trees are placed in position above the ground surface, described itself 
by the DTM. 
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Having arranged trees to form a forest canopy the calculation proceeds to take into 
account canopy inhomogeneity by subdividing the canopy volume into smaller sub-
volumes termed “voxels”. Each voxel has dimensions commensurate with the SAR 
system resolution, and each contains many tree elements, which are subdivided on 
input to have dimensions well below the same resolution. Canopy effective 
permittivity is then mapped into voxels by examining voxel occupancy, and 
determining the contribution to mean permittivity from individual branch elements 
based upon knowledge of their dimensions, orientations and water contents. Note that 
target scattering attenuation is calculated in exactly this way, and that volume 
scattering events may be shadowed by targets in the same way as direct-ground 
scattering. To calculate direct forest clutter, each branch element is addressed in turn. 
The scattering centre is taken to be the centre of the branch element, and the scattering 
amplitude is calculated using the infinite cylinder approximation [102]. Contributions 
to the SAR image are averaged in Doppler and frequency as in the direct-target case 
so that we may (as before) write 

>=<
ivolumesvolume SF γγ  (C.3.3) 

Note that there is no calculation of multipath between tree elements since this has in 
theory already been taken into account in the mean-field model. This model employs 
the distorted Born approximation [109], which states that the local field at the 
scatterer is the same as the mean field at that location, which estimate incorporates 
multiple scattering.  

Needle scattering is estimated in a statistical manner, by simulating short random 
walks using a physical scattering model for needles, and scaling these short walks 
depending upon the number of needles associated with each branch element. 
Calculation of direct tree scattering is purely deterministic, although the efficiency of 
the calculation could be improved by extending the statistical technique employed for 
needles to smaller branches in the upper canopy. 

When determining the attenuation dyadics the voxels intersected by the line 
connecting the scattering tree element and the platform are determined. Passage of the 
wave through each voxel attenuates the wave by an amount that depends upon both 
the effective permittivity of the voxel, and the distance travelled through that voxel. 
The total attenuation is the cumulative effect of passage of the wave through all 
intersected voxels. Figure C.3.1 demonstrates the geometry of this voxel based 
approach. Voxel shading indicates the typical variation in mass density (and therefore 
attenuation) throughout the canopy determined from the voxel occupancies. 

C.3.2.3 Ground-volume and ground-volume-ground interactions 

In general the ground has arbitrary roughness and many different scales of variation in 
height. The model calculations are limited to the case that the ground may be assumed 
locally flat (not curved), but roughened and tilted. Let the word “volume” in the 
following refer to any short element of the tree, be it in the trunk or stem, in the 
primary branches (those with origins in the stem), or in the secondary canopy.  
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Figure C.3.1: Diagram indicating voxel subdivision of forest canopy (left) and 
a variety of scattering mechanisms incorporated into the calculations 

Ground-volume interactions have effective scattering centres located as the projection 
of the volume centre in the locally flat, mean surface. The local, flat surface for each 
tree is determined by fitting to the digital elevation map in the vicinity of each tree 
(Figure C.3.2). Similarly, ground-volume-ground interactions have effective centres 
located at the reflection of the volume centre in the locally flat, mean surface. 
Scattering amplitudes for these interactions are calculated using the same infinite 
cylinder approximation, with ground reflection coefficients being calculated as 
follow. The ground acts as a primary reflecting surface in the multi-path chain. 
Ground and volume elements are distinguished only by their reflection properties. The 
ground is modelled as a rough dielectric surface, with Fresnel reflection coefficients 
scaled according to the surface roughness. Averaging of these interactions in Doppler 
and frequency is again possible if desired. 

Ground-volume and ground-volume-ground contributions may thus be written in the 
forms 

>=<
−− igroundrolumevgroundsolumevground RSF γγγ  (C.3.4) 

>=< +
−−

−
−−

)(n

igroundrgroundolumevgroundrgroundsgroundolumevground RSRF γγγγ  
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Predictions for forest clutter at L-band have been made for a forest stand with density 
similar to that at Tuusula [103]. No observational data has yet been made available for 
comparison, but typical predicted clutter levels at 45 degrees elevation of –4dB (HH) 
–11dB (HV) and –8dB (VV) are consistent with those reported in the open literature 
for similar forests. 

 

Figure C.3.2. Model for ground-volume interactions using a local mean slope. 

Figure C.3.3 shows an interferogram of the test case for the 10m baseline (kz = 0.12). 
The canopy causes a loss of coherence, manifested as an increase in phase variance. 
Figure C.3.4 shows the corresponding phase for the 20m baseline with and without 
flat earth removal. From a qualitative viewpoint the phase variance has now 
increased, as expected due to the increased volume decorrelation with a longer 
baseline. 

Figure C.3.5 confirms these observations by showing the histograms of the 
interferometric coherence for the three polarisation channels HH, HV and VV. In all 
cases the coherence was estimated using a window corresponding to an effective 
number of looks (ENL) of around 100.  

 



ESA CONTRACT NO 
16366/02/NL/MM 

SAR INTERFEROMETRY FOR  
BIO- AND GEO-PHYSICAL RETRIEVALS 

PAGE C-33 

 

 

FINAL REPORT VEGETATION PARAMETERS 20 FEBRUARY 2004

 

 
Figure C.3.3: Interferogram for 10m baseline and random canopy simulation 
(horizontal: azimuth (m); vertical: ground range (m)) 

In Figure C.3.5a the results are obtained from the 10 m baseline. It can be seen that 
the highest coherence is obtained for the cross-polarised or HV channel. The lowest is 
obtained for the HH with VV lying between the two. This rank ordering indicates that 
there are no strong differential propagation effects in the model. If for example the 
VV extinction was higher than the HH then one would expect VV to have the highest 
coherence and HV to lie between the two copolarised channels. The fact that this does 
not occur confirms that the canopy is being correctly modelled as a random volume. It 
will be shown later on that the change of coherence with polarisation is due to the 
presence of surface scattering components in the copolarised channels. 

With the increase of baseline to 20 m (Figure C.3.5b) the coherences have decreased 
as expected. Again the rank ordering is preserved with HV having the highest 
coherence and HH the lowest. Again, the variation with polarisation is consistent with 
the effect of residual surface scattering on the observed InSAR coherence. 
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Figure C.3.4: Interferogram for 20m baseline and random canopy simulation 

One advantage of using the modelling approach is that it becomes possible to separate 
the various contributions and to check on the level of volume and surface scattering. 
For example, in Figure C.3.6 and Figure C.3.7 only a polarimetric analysis of the 
direct volume scattering is performed. The corresponding entropy/alpha values are 
shown in Figure C.3.6 [99]. For a random canopy these should lie along the lower 
bounding curve, corresponding to azimuthal symmetry. It becomes clear that the 
points do show this symmetry as expected. Also, for a random canopy the RCS in the 
HH-VV channel should equal that in the HV+VH channel, and both should be smaller 
than that in HH+VV. Figure C.3.7 shows example histograms taken from the volume 
component of the simulation, again confirming this symmetry assumption.  

These tests confirm that the volume component is random. The most important 
consequence of this for InSAR is that the extinction becomes independent of 
polarisation. This is confirmed in Figure C.3.8 where the histograms in HH and VV 
for the RCS of the surface components only are shown. The following can be noted: 
The distribution is bimodal, the upper maximum is due to pixels from nonvegetated 
surface scattering while the lower is from pixels beneath the canopy. Te difference 
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between peaks is a measure of the total 2-way extinction through the vegetation. This 
is around 10dB for Figure C.3.8. This corresponds to a 1-way extinction rate of 0.35 
dB/m. he difference between peaks does not depend on polarisation confirming that 
the propagation component of the simulation does not introduce any numerical 
differential effects. 

Finally, in Figure C.3.9 the ratio of surface scattering (including extinction) to volume 
scattering is formed to obtain directly µ. Quantifying this ratio is central to the 
development of efficient inverse models for tree height [40, 100]. Note that the 
surface component also includes second order surface-volume and volume-surface 
interactions, as these have a phase centre on the surface and hence in interferometry 
appear like ground components. It is obvious that the HV channel has the smallest 
ratio as expected. However, it is not zero (and the direct surface scattering model used 
in the simulation is the first order Bragg model with zero cross-polarisation). This is 
explained by the presence of surface volume interactions giving an apparent HV 
component from the surface. Note that the mean value is still smaller than –10dB. The 
largest µ values occur in the HH-VV channel. Here a combination of direct Bragg 
surface scattering plus a strong ground/volume dihedral return occurs. This pushes the 
mean ratio above 0dB. The HH+VV channel lies between these two extremes. It will 
be shown that these ratios are consistent with the coherence histograms shown in 
Figure C.3.5  

Combining the observation of random volume scattering, scalar extinction properties 
and µ values lying in the range +10 to –10dB it can be concluded that such a scenario 
is well suited to the application of tree height estimation studies. This is not 
surprising, as a very simple and homogeneous canopy model has been simulated. Of 
more interest is the results obtained for more realistic forest scattering models taking 
into account the structural properties of real trees with more natural gap and 
topography variations. The modelling of such a scenario will be considered in the 
following. 
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(a) 

 
(b) 

Figure C.3.5: Interferometric Coherence Histograms of canopy simulation for 
3 polarisation channels (a) 10m baseline , (b) 20m lower.  
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Figure C.3.6: Entropy/Alpha Diagram for Volume Scattering Components in 
random canopy simulation 

 
Figure C.3.7: Histograms of RCS in the Pauli Channel (red = HH+VV, 
green=HV, blue = HH-VV) 
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Figure C.3.8: Histograms of RCS of surface scattering for HH(red) and 
VV(blue) in random canopy simulation showing the effects of extinction by the 
canopy 

 
Figure C.3.9: Estimates of the ratio of surface-to-volume scattering in the 
three Pauli matrix channels (red = HH, blue=VV green=HV) 
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C.3.3 Pine forest InSAR scattering model 

Having validated the basic components of the Pol-InSAR simulator, it was next 
applied to a more complicated but biologically accurate tree architectural model for 
Scots Pine. This model was provided by Prof. Seppo Kellomäki and Dr Veli-Pekka 
Ikonen of the Faculty of Forestry, University of Joensuu, Finland and further details 
of its structure and implementation in the SAR simulator can be found in [107, 103]. 
Figure C.3.10 shows an optical picture of the simulated forest and the DEM used for 
the forest floor. The SAR system parameters remain unchanged (L band E-SAR 
configuration and 45 degrees angle of incidence). The forest has a road through its 
middle and also gaps taken from in-situ measurements of tree positions. In this way 
the model better simulates the natural variability of a single species forest. Figure 
C.3.11 shows the tree height distribution with a mean around 18m. Baselines of 10 
and 20m were again used in the Pol-InSAR simulation. 

Figure C.3.12 shows simulated interferograms (with and without flat earth removal) 
for the two baselines. Again, the increase of phase variance with baseline due to the 
presence of the volume scatterers can be noted. Figure C.3.13 shows histograms of the 
interferometric coherence for different polarisations demonstrating the fact that the 
coherence decreases with baseline - as expected - and that the coherence is a function 
of polarisation. The rank order is the same as that seen for the random canopy, with 
HV having the highest coherence and HH the lowest. This again leads us to conclude 
that there are no dominant differential propagation effects, although the VV coherence 
is this time closer to HV and so some weak differential effects may be occurring.  

Figure C.3.14 and Figure C.3.15 show the entropy/alpha analysis [99] and Pauli 
scattering coefficients for the volume scattering components only. The H/α values lie 
again close to the azimuthally symmetric curve but are slightly displaced from it 
compared to the random canopy results. This indicates some residual structure in the 
canopy returns. This structure is not however visible in the Pauli histograms of Figure 
C.3.15. These show equality of HH-VV and HV+VH as expected of a random 
canopy. Hence any residual orientation effects in the canopy are not visible in the 
intensity and only weakly visible in the polarimetry (H/α). 

Turning to wave propagation effects through the canopy, Figure C.3.16 shows 
estimates of the two way total extinction in HH and VV. These were obtained by 
taking the ratio of surface scattering with and without the vegetation in place and 
show that the extinction here is a function of polarisation. There is now a much wider 
spread of extinction values but the mean extinction in VV is higher than that in HH.  
This qualitatively agrees with published data on L-band forest extinction which is 
estimated between 10 and 12 dB [101]. Hence while the scattering behaviour is close 
to that of a random volume, there are some predicted differential extinction effects 
which will influence the observed phase centre in InSAR applications. Note that most 
published forest height estimation techniques [40, 100] assume that the extinction is 
scalar and so such differential effects will be a potential source of error. While 
differential extinction effects in Pol-InSAR have been considered in the literature [54 
,55] as yet there have been no published inversion algorithms taking these into 
account. In Section C.4 the magnitude of this error will be investigated in order to see 
if such effects will be significant in tree height estimation. 
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(a) 

 
(b) 

Figure C.3.10: Pine Forest Model used for InSAR simulations: (a) tree 
structure, (b) digital elevation model (DEM). 
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Figure C.3.11: Tree Height Distribution for Simulated Forest 

Finally, in Figure C.3.17 the µ ratios taken from the separated volume and 
surface+surface/volume components are shown. A much lower HV ratio than for the 
canopy simulations is obtained. This is due to the smaller amount of canopy 
vegetation giving rise to small ground/canopy interactions. This is good for tree height 
estimation as the inversion algorithm requires ground regularisation, which assumes 
that in at least one polarisation channel the ground scattering can be ignored (see 
[100]). Figure C.3.17 makes evident that this is a good approximation for HV. 

The HH-VV channel has the highest µ values, again due to ground/trunk interactions, 
but these are somewhat less than in the case for the random canopy.  

Concluding, the InSAR coherence signatures of the pine forest simulations show 
general agreement with those expected from the random canopy analysis. However 
there are two important distinguishing features, namely the presence of differential 
extinction in the volume and also lower values of µ, the ratio of surface-to-volume 
scattering.  

In the following, the implications of these for tree height retrieval algorithms are 
investigated. 
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(a) 

 
(b) 

Figure C.3.12: Interferograms of Pine Forest Simulation: (a) 10m baseline, 
and (b) 20m baseline. 
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(a) 

 
(b) 

Figure C.3.13: Interferometric Coherence Histograms of forest simulation for 
3 polarisation channels: (a) 10m baseline, and (b) 20m baseline. 
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Figure C.3.14: Entropy/Alpha Diagram for Volume Scattering Components in 
forest simulation 

 

 
Figure C.3.15: Histograms of volume scattering in the Pauli Channels (red = 
HH+VV, green=HV, blue = HH-VV) 
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Figure C.3.16: Histograms of ratio of surface scattering with and without 
vegetation for HH(red) and VV(blue) forest simulation 

 
Figure C.3.17: Estimates of the ratio of surface-to-volume scattering in the 
three Pauli matrix channels (red = HH, blue=VV green=HV): forest simulation 
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C.3.4 Layer coherence model for tree height estimation 

In the previous section the coherence predictions of a direct EM scattering model for 
forested terrain have been analysed. However, this model is too complicated for 
inversion and simplified models, which are nonetheless capable of predicting the 
observed coherence variations from the full direct simulations have to be developed. 
Such a model has been developed based on a simplified 2-layer hypothesis [40, 100]. 
For vegetated land surfaces, the interferometric coherence at polarisation w can be 
expressed in the form of straight line in the complex coherence plane as shown in 
Equ. (C.3.5). 
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 (C.3.5) 

where γv is the volume coherence due to the presence of vegetation (and for random 
media is independent of polarisation) and µ is the ratio of surface to volume scattering 
defined in Equ. (C.3.6). 
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This ratio is a function of the surface properties, vegetation height and extinction as 
well as the volume scattering coefficient. Importantly µ is positive semi-definite. This 
observation can be used to estimate 3 parameters, ground topography, vegetation 
height and extinction by minimising the  following function. 
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 (C.3.7) 

where γ1 is the coherence with maximum vegetation bias in the radar data (typically 
the HV interferometric coherence channel) and φ1a and φ1b are the unit circle intercept 
points of the coherence line. These too require estimation from the radar data, usually 
by employing a least squares line fit to multiple coherence estimates made in different 
polarisation channels. The phase φ1a is the ground topography and hence if a DEM is 
available then this parameter may be estimated separately. Kz1 is the vertical wave 
number of the interferometer, itself a function of the baseline, wavelength and sensor 
height. The angle θ is the mean angle of incidence. Both θ and kz1 can be estimated 
from the sensor geometry and used in Equ. (C.3.7) to estimate tree height. 

Note that there are a family of height/extinction solutions to Equ. (C.3.7), depending 
on the value of λ. For single baseline sensors regularisation is required, usually by 
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ground regularisation which amounts to setting λ = 0. This corresponds to assuming 
that γ1 = γv.  A measure of the fit between data and model is then obtained as the 
coherence error residue (CER), defined as shown in Equ. (C.3.8)  
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Equ. (C.3.7) will be used as the basis for height inversion studies carried out in 
chapter C.4. Here, a validation of this simple 2-layer model versus the full wave 
propagation simulator will be addressed.  

As input to the 2-layer model tree height, mean extinction and µ values in each of the 
three polarisation channels are required. These can be obtained from the simulations 
in Section C.3.3. Table C.3.1 summarizes the input parameters to the model. 

Table C.3.1:  
Model Parameters used for 2-layer simulations of coherence 

 Random Canopy Forest 

Kz (10m baseline) 0.13 0.26 

Kz (20m baseline) 0.13 0.26 

AOI θ π/4 π/4 

Extinction σ 0.35 dB/m (one way) 0.6 dB/m (one way) 

Ratio µHH -3 dB -10 dB 

Ratio µVV -6 dB -20 dB 

Ratio µHV -13 dB -35 dB 

 

The values of Table C.3.1 were obtained from the full model analysis. The only major 
change is the extinction for the forest. It was found that a better model fit was 
obtained using a higher extinction than observed in the data. This is a well known 
problem with the single baseline method. It assumes a uniform layer of vegetation 
from ground to top of canopy. The trees in the simulation however have elevated 
canopies and so the phase centre is offset from the ground. This is compensated in the 
simple 2-layer model by an increase in the apparent extinction. As there is no interest 
here in extinction estimation this is not a serious error. 

Table C.3.2 shows results for the predicted coherences in the three polarisations. On 
comparison with Figure C.3.5 and Figure C.3.13 a very good prediction is obtained, 
both of the absolute levels and of the rank positioning of coherence with polarisation. 

Figure C.3.18 shows a graphical representation of these results; the complex 
coherence points for each of the three polarisations HH,VV and HV inside the unit 
circle and the line fit through the coherence points for both 10 and 20m baselines are 
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shown. Note that both lines cut the unit circle through the point (1,0) as expected for a 
ground phase of zero degrees as expected in this simulation. 

Table C.3.2: 
Estimated Coherence Values using 2-layer model 

2-Layer 
Coherence 

model 

10m baseline 

random canopy 

20m baseline 

random canopy 

10m baseline 

forest 

20m baseline 

forest 

HH coherence 0.898 0.620 0.848 0.704 

VV coherence 0.912 0.675 0.945 0.837 

HV coherence 0.942 0.787 0.957 0.852 

 
(a)    *  =  HV    o  = VV    + = HH 

 
(b)  

Figure C.3.18: Dual baseline predictions of complex coherence using simple 
two-layer model (a) random canopy, (b) and forest model. 

Concluding, this simple model is capable of predicting the coherence structure, even 
for the full forest model. The only problem is the use of an artificially high extinction 
value due to the canopy structure in the forest. In the next work package the accuracy 
of height retrievals based on Equ. (C.3.7) will be further investigated. 
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C.3.5 Experimental validation 

Based on the geometrical interpretation of Equ. (C.3.5) the validity of the underlying 
model can be assessed by measuring how good the experimental data fit a straight line 
by means of chi-square statistics. The approach has been already addressed and 
discussed in chapter C.1. Using this simple but essential concept a variety of 
polarimetric interferometric data sets acquired over different test sites – by different 
sensors – were evaluated with respect to the validity of the RvoG model. Figure 
C.3.19 shows the Q probability map (where white indicates a high probability and a 
good agreement between data and model while black indicates a low probability and 
thus a strong deviation between data and model) obtained over the 
Fichtelgebirge/Germany test site (E-SAR/L-band) as a representative site of temperate 
CE forest. A very high agreement between model and data is obtained over the whole 
forested region – independent from topographic variations. In Figure C.3.20, the 
corresponding Q map for a boreal forest from the Kudara/Russia test site (SIR-C/L-
band) indicates also the validity of the RvoG model. Finally, in Figure C.3.21 the Q 
map for a test site of tropical rain forest in Amazon/Brazil (AeroSensing/P-band). 

 
 
 

 
 (a) (b) (c) 

Figure C.3.19: (a) SAR Image, (b) Q Map (white Q=1,black Q=0), (c) DEM of 
the Fichtelgebirge Test Site. 
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 (a) (b) (c) 

Figure C.3.20: (a) SAR Image, (b) Q Map, (c) Mask for Q>80% for the Kudara Test 
Site.  

 
 (a) (b) (c) 

Figure C.3.21: (a) SAR Image, (b) Map, (c) Mask for Q>80% for the Amazon 
Test Site.  
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C.4 RETRIEVAL ALGORITHMS FOR TREE HEIGHT AND 
TEST CASES 

C.4.1 Introduction 

In the chapter C.2, tree height was selected as a key promising parameter for land 
surface InSAR retrieval. Subsequently, in chapter C.3, a direct EM scattering model 
has been validated to predict the complex coherence of forested terrain. We showed 
that a simplified 2-layer coherence model was able to predict the mean coherence 
structure of detailed Scots pine forest simulations employing a full vector wave 
propagation and scattering code. The main limitation of the simplified model was the 
need to make an assumption of isotropic wave propagation inside the volume. 
However, it was demonstrated in chapter C.3 that in the 3D tree simulations V 
polarisation had a higher extinction than H and hence this assumption is not strictly 
valid. Here we investigate the implications of such differential extinction on tree 
height retrieval. 

We first develop a new algorithm for estimating tree height by inverting the 2–layer 
model. Previous versions of this model inversion have assumed access to full 
scattering matrix data [110]. However, there are several system advantages to be had 
by deploying sensors constrained to transmit only a single polarisation and receive 
dual orthogonal states. Important examples are V transmit and V/H receive (as in the 
ENVISAT ASAR), H transmit and V/H receive (as in the JAXA ALOS-PALSAR) 
and left or right circular transmit with left and right circular receive. In the near future 
data will be widely available for these limited or ‘light’ polarimetric modes. For this 
reason the development of tree height estimation algorithms employing these modes is 
of great topical importance. Here we compare different light polarisation modes and 
determine the best for L band forest applications. 

C.4.2 Tree height estimation algorithm using light polinsar modes 

According to the 2-layer model, the observed complex coherence for forested terrain 
is a coherent mixture of volume and surface scattering [110] which can be written as a 
function of polarisation w in the form shown in Equ. (C.4.1) 

˜ γ w( )= eiφ ˜ γ v + L w( )(eiφ − eiφ ˜ γ v )   ˜ γ v =  p
p1

e p1hv −1
e phv −1

   where p = 2σ
cosθ

p1 = p + ikz

⎧ 
⎨ 
⎪ 

⎩ ⎪ 
 (C.4.1) 

where hv is the tree height, σ the mean extinction and kz the vertical wavenumber of 
the interferometer. The real factor L is a function of the ground-to-volume scattering 
ratio and lies in the range 0 ≤ L ≤ 1. The phase φ is the true ground topographic phase. 
In lightpol modes, we have access to just 2 interferograms corresponding to vectors 
w1 and w2. For uniqueness in the  inversion we need to associate one of these with the 
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special case L = 0 [110] i.e. to assume that in one of the observed channels the 
ground-to-volume scattering ratio is zero. Based on an understanding of scattering 
behaviour at L band this can be taken as the cross-polarised HV  channel for linear 
lightpol modes and must be approximated by cross circular LR for circular modes. 
The 2-state form of the coherence equations is then shown in Equ. (C.4.2) 

˜ γ 1 = eiφ ˜ γ v
˜ γ 2 = eiφ ˜ γ v + L w( )(eiφ − eiφ ˜ γ v ) = ˜ γ 1 + L(eiφ − ˜ γ 1)  
⇒ Leiφ = ˜ γ 2 − ˜ γ 1(1− L)
⇒ φ = arg( ˜ γ 2 − ˜ γ 1(1− L))

 (C.4.2) 

 

We see that to find the phase (and hence height) from measurements of γ1 and γ2  we 
first need to estimate L. This can be obtained from Equ. (C.4.2) as the solution of a 
quadratic equation as shown in 

AL2 + BL + C = 0 ⇒ L = −B − B2 − 4 AC
2A

A = ˜ γ 1
2 −1    B = 2Re(( ˜ γ 2 − ˜ γ 1).˜ γ 1

*)    C = ˜ γ 2 − ˜ γ 1
2

 (C.4.3) 

To ensure that L is always non-negative, the negative root must always be chosen. In 
this way we have a unique estimate of the ground phase with no need for the 
ambiguity resolution issues associated with fully polarimetric data [110].  

In practice there may also be some a prior information about the underlying ground 
topography available to the user. This may take the form of an external digital terrain 
model (DTM) for example, from which the ground topography can be derived. In this 
case we can modify Equ. (C.4.2) for the phase estimate to accommodate such 
information so that we have in general 

ˆ φ = KφDTM + (1− K).arg( ˜ γ 2 − ˜ γ 1 1− L( ))   0 ≤ K ≤1 (C.4.4) 

where the factor K can be varied according to the accuracy and availability of the 
reference DTM. In this study we take extreme values to consider both cases of K = 0 
and K = 1. Future studies could address the development of more general statistical 
methods for selecting K. 

Having determined the phase estimate from Equ. (C.4.3) and (C.4.4), we can then 
employ the observed coherence γ1 together with the model for volume decorrelation to 
obtain height and extinction estimates as a solution of the following least squares 
equation 

min
hv ,σ

Q1 = ˜ γ 1 − ei ˆ φ p
p1

ep1hv −1
ephv −1

    where p = 2σ
cosθ

p1 = p + ikz

⎧ 
⎨ 
⎪ 

⎩ ⎪ 
 (C.4.5) 
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The accuracy of these estimates depends on the phase centre separation of the two 
polarisations 1 and 2. State 1 is constrained by the requirement to have zero ground-
to-volume scattering ratio in Equ. (C.4.5) and so it follows that state 2 should be 
chosen to have the highest  possible ground to volume ratio so that its phase is well 
separated from 1. In the linear basis for example, state 1 can be selected as HV and, 
because of reciprocity, state 2 can therefore be HH or VV and still comply with a 
lightpol mode. However generally HH will have a higher effective ground-to volume 
scattering ratio than VV due to the stronger influence of surface-volume dihedral 
interactions. In the circular base, copolarised LL or RR can also be selected to 
maximise ground-volume interactions but then the cross polar channel LR must be 
taken as state 1 to comply with the lightpol mode requirements. Generally the cross 
circular will have a higher ground-to-surface ratio than the cross linear and so we can 
expect larger height errors in Equ. (C.4.5). However the accuracy of the inversion in 5 
also depends on the accuracy of the ground phase estimate in 4 and so in practice the 
benefits of cross linear or circular are not so easy to establish in advance. To confirm 
these ideas and to establish whether linear or circular lightpol modes are better for 
forest height retrieval we turn to apply these algorithms to detailed 3-D coherent SAR 
simulations of forest scattering. 

C.4.3 Scots pine forest simulations for L-band POLINSAR 

To provide a realistic test case for the investigation of tree height retrieval using light 
POLInSAR, we employ data from the DSTL coherent SAR simulator [107]. In 
addition to the test random canopy model described in chapter C.3, a stand of Scots 
Pine was simulated as shown in Figure C.4.1. Here we show a stand of dimensions 
150m x 150m containing 1240 trees. On the left we show detail of one tree, 
illustrating the complexity of the 3-D structure model used for the SAR simulation. 
Shown in the lower part of Figure C.4.1 is a side view for a transect through the 
forest. Note the crown depth which is around 50% of the tree height.  

A key advantage of using a simulation such as this is the control the user has over the 
input parameters. This makes it easy to assess the accuracy of any inversion scheme. 
For example, the tree height is known exactly and in this case is well approximated by 
a Gaussian with a mean around 18m with a standard deviation of 0.6m as shown in 
Figure C.4.2 

The stand density selected is 0.055 stems/m2 which corresponds to a moderate tree 
density. The forest stand model is then employed in a coherent L band SAR 
simulation with the following system parameters : 

 

Frequency :  1.25 GHz Vertical Baseline :  0 m 

Sensor height :  3 km Range resolution :  1.381065 

Angle of Incidence :  45 degrees Azimuth resolution :  0.690532 

Horizontal baseline :  10 m  
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Figure C.4.1: Scots Pine Forest Stand used for POLInSAR simulation 

 

 
Figure C.4.2: Histogram of Tree heights used in forest stand simulation. 
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These system parameters closely match those of the DLR airborne E-SAR, which is 
the major experimental source of POLInSAR data. The parameters above lead to a 
vertical wavenumber kz = 0.123 or  a π height of 25m. Hence we avoid phase 
ambiguities, even for the tallest trees in the scene.  We now turn to consider the 
results of applying the light polinsar height retrieval algorithm to this data set. 

C.4.4 Results of tree height algorithm assessment 

In order to establish some performance bounds on light POLInSAR tree height 
retrieval,  we apply the inversion algorithm of Equ. (C.4.3) – (C.4.5) to two simulated 
L-band data sets, a random canopy and Scots pine forest stand. 

C.4.4.1 Random canopy results 

We begin with an estimate of the ground phase i.e. with vegetation bias removal. In 
the simulations the flat earth removal can always be designed to ensure that the true 
ground phase is 0 degrees. With this in mind we start with application of the light 
polinsar algorithm to the random canopy data. In Figure C.4.3- Figure C.4.5 shows 
phase histograms for the canopy response. In black we show the cross-pol phase 
which clearly has a bias (and relatively high coherence). In red we show the phase 
estimate assuming K = 0 in Equ. (C.4.4) and using HV together with HH (Figure 
C.4.3) and VV (Figure C.4.4) and then LR with LL (Figure C.4.5). In all cases we 
have used a high effective number of looks ENL = 1000. 

In Figure C.4.3 we see that the mean ground phase for HH/HV is correctly predicted 
to be zero while the effective coherence is a little worse than the HV channel (which 
in this simulation corresponds to the optimum coherence). The VV/VH estimate in 
Figure C.4.4 is poorer, with a lower effective coherence and a residual bias to the 
phase. Finally in Figure C.4.5 the circular polarisation response shows good bias 
removal but has a lower coherence in the cross-polar reference channel. These results 
confirm the expectations of section C.4.2 that HH/VH is the best lightpol choice for 
ground topography estimation.   

Figure C.4.6 shows sample phase images for the random canopy using the VH/HH 
mode. On the left is the single look HV phase, where the canopy is clearly seen as a 
vegetation bias. On the right we show the ground phase estimate based on multilook 
averaging and application of Equ. (C.4.4) (with K = 0). 
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Figure C.4.3: Histogram of Ground Phase Estimate (in red) for light pol mode 
VH/HH for the random canopy simulations. 

 
Figure C.4.4: Histogram of Ground Phase Estimate (in red) for light pol mode 
VH/VV for the random canopy simulations. 
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Figure C.4.5: Histogram of Ground Phase Estimate (in red) for light pol mode 
LL/LR for the random canopy simulations 

 
Figure C.4.6: Phase Images for Random Canopy (HV single look phase (left) 
and multi-look ground phase estimate (right)) 

To further demonstrate that this good ground estimate is due to the presence of 
ground-volume dihedral returns, we show in Figure C.4.7 the ground phase estimate 
for HH-VV/HV combination. Here we see very good bias removal with an effective 
coherence higher than HH in Figure C.4.3. This is due to the better phase centre 
seprability of HV and HH-VV, with the latter having a phase centre closer to the 
ground. However to achieve the performance of Figure C.4.7 we require a fully 
polarimetric system, with switching on transmit and dual channel receive which is not 
consistent with the lightpol constraints. These results do however demonstrate that 
fully polarimetric systems will generally have superior accuracy to lightpol 
configurations. 
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Figure C.4.7: Histogram of Ground Phase Estimate (in red) for HH-VV/HV for 
the random canopy simulations 

 
Figure C.4.8: Histograms of Height Estimates for random canopy simulations 
using HH/HV and K= 0 (red), K = 1 (blue). 
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If we now employ these phase estimates in Equ. (C.4.5), we can estimate the height of 
the canopy. The true height is uniform at 10m.  From the above analysis we would 
expect the HH/VH combination to give the best lightpol accuracy. Figure C.4.8 shows 
histograms of the height estimates for the extreme cases of K = 0  in red (no a prior 
DTM) and K = 1  in blue (true DTM available) in this mode. We see that both 
estimates are good with an accuracy around 10%. These results are encouraging for 
the use of lightpol modes for tree height retrieval but are not typical of real forest 
environments, as the homogenous canopy is a poor model for true vertical structure. 
For this reason we now turn to consider application of the same algorithms to the 
Scots Pine forest simulations of Figure C.4.1. 

C.4.4.2 Scots pine forest results 

We begin again with estimation of the underlying ground phase from pairs of 
interferograms corresponding to various lightpol modes using Equ. (C.4.4) with  
K = 0. Figure C.4.9 - Figure C.4.12 show histograms of results obtained across the 
whole forest stand. We note the following features: 

• The best ground estimate is again obtained for the fully polarimetric HH-VV 
and HV combination of Figure C.4.12, although there remains a bias of a few 
degrees and a lower effective coherence than observed for the random canopy 
results.  

• The HH/HV combination shows only a 60% reduction in vegetation bias and 
again displays a lower coherence than  the random canopy results. 

• The VV/HV results show a vegetation bias that is actually increased by the 
processing rather than reduced. This we trace to differential extinction effects in 
the volume as we show in section 4.3 

• The RR/RL results look similar to the HH/HV combination, although we note an 
increased bulge in the histogram for negative phase angles which will cause 
overestimation of height in the parameter retrieval stage. 

To demonstrate the detailed differences between the linear HV/HH and circular 
LR/LL lightpol modes we show in Figure C.4.13 phase images of the forest stand. On 
the left we show the raw phase of the volume reference interferogram (HV or RL) and 
on the right the processed ground phase estimation. We can see positive and negative 
errors in the ground phase, with deeper negative errors for circular than for linear. 
These are the source of the bulge in the histogram of Figure C.4.11. 

Again these errors can be traced to differential extinction effects in the volume, 
although we note that the performance of HH and LL is superior to the VV channel. 
This is due to the fact that the extinction in the forest is always higher for VV than it 
is for HH (see section C.4.4.3). 
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Figure C.4.9: Histogram of Ground Phase Estimate (in red) for light pol mode 
VH/HH for the Scots Pine forest simulations. 

 
Figure C.4.10: Histogram of Ground Phase Estimate (in red) for light pol 
mode HV/VV for the Scots Pine forest simulations. 
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Figure C.4.11: Histogram of Ground Phase Estimate (in red) for light pol 
mode LR/LL for the Scots Pine forest simulations. 

 
 

 
Figure C.4.12: Histogram of Ground Phase Estimate (in red) for light pol 
mode HH-VV/HV for the Scots Pine forest simulations. 
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Figure C.4.13: Phase Images for Scots Pine Forest (VH/VV upper and LR/LL 
lower). 

We now use these phase estimates in the height estimation routine (Equ. (C.4.5)). 
Figure C.4.14 and Figure C.4.15 show histograms of height estimates across the stand 
for the extreme cases of K = 0 and K = 1. Figure C.4.14 shows the linear lightpol 
case. We see that the mean height is underestimated when we have no DTM and the 
width of the distribution is very wide with some trees appearing over 20m in height. 
This tendency to overestimate tree height is more pronounced in the circular lightpol 
case. Figure C.4.15 shows the corresponding histogram. Here we note a bulge at 
heights above 20m which corresponds to those pixels in Figure C.4.13 with the large 
negative phase estimate. In both Figure C.4.14 and Figure C.4.15 when K = 1 we see 
good agreement between the estimate and true height distribution. 

We conclude from this that the accuracy of tree height estimation depends critically 
on the accuracy of the topographic phase estimate. In cases where a DTM is available 
then the choice of Lite-pol mode is not critical. However when no DTM is available 
then the accuracy of the phase estimate depends on polarisation. From our initial 
analysis it seems that HH/HV is the best mode for L band Lite-pol estimation of tree 
height. 
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Figure C.4.14: Height Histograms for VH/HH Mode (K=0 red and K=1 blue). 
Note that the Quad-pol performance is also given by the blue histogram. 

 

 
Figure C.4.15: Height Histograms for RL/LL Mode (K=0 red and K=1 blue). 
Note that the Quad-pol performance is also given by the blue histogram. 
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C.4.4.3 Errors due to orientation effects in volume scattering 

According to section C.4.2 we obtained poorer height estimates in lightpol modes for 
the pine forest than for the random canopy case. In this section we investigate further 
the source of these errors. 

Figure C.4.10 shows that the poorest performance of all Lite-pol modes occurs when 
V polarisation is transmitted. In this case the ground phase is estimated as being 
higher in the canopy than the reference volume component HV. This can be explained 
by considering the effects of differential extinction on the coherence variation as we 
now demonstrate. 

Figure C.4.16 shows the total 2-way extinction through the forest layer. These 
estimates were obtained directly from the SAR simulations by separating the ground 
component with and without the vegetation in place. Here we see a higher extinction 
in VV than in HH. Figure C.4.17 shows a histogram of the corresponding differential 
extinction, which we see has a mean around 8dB. In the random canopy case the 
extinction in HH and VV were found to be the same. Hence the differences seen in 
Figure C.4.16 are due to structural properties of the Scots Pine tree model used in the 
forest simulation and not to errors in the simulation procedure. 

 
Figure C.4.16: Extinction Histograms for VV (blue) and HH(red) 

In the modelling process itself, voxel occupancy is determined from size and 
orientation distributions taken from actual field measurements. However the voxel 
size must be determined by the user as a compromise between resolution and 
statistical sampling of these distributions. Hence it is unclear at this stage whether 
such large differential extinctions are physical or an artefact of the model 
quantisation. Comparison with the literature on extinction measurements in forests 
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shows that VV is generally higher than HH at L band but the magnitude of the 
difference is smaller than observed in these simulations. Further work is required to 
establish the fidelity of the differential extinction modelling capabilities of the 
simulator. 

Nonetheless, if we accept the principle that at L band the VV extinction is always 
greater than or equal to HH then we can explain the observed results as follows. The 
volume coherence for a random medium (like the canopy simulations) has an 
invariant complex coherence with polarisation. This is shown schematically as 
overlapping points in the complex plane as shown in the top of Figure C.4.18. This is 
the case we assume for model inversion and hence leads to good results for the 
random canopy simulations. However if VV has a higher extinction than HH then the 
points will split as shown in the lower part of Figure C.4.18, with HV remaining 
unchanged but with VV moving to the left while HH moves to the right. 

 
Figure C.4.17: Differential Extinction Histogram VV > HH. 

The key observation is that the lower extinction (HH) will always move in the 
direction of the ground topography, as lower extinction implies a lower phase centre 
in the volume. On the contrary the highest extinction (VV) will move further away 
from the ground and have a higher phase centre in the canopy than the crosspolar 
channel. This is just the behaviour observed in Figure C.4.10. Further, although the 
HH coherence moves towards the ground phase it does not do so along the line 
joining the HV coherence to the ground phase unit circle point. Hence use of HH and 
HV as a Lite-pol pair will still lead to ground phase errors, as the line through these 
two will not generally intersect the unit circle at the correct place. Hence differential 
extinction can be used to explain the errors observed in Figure C.4.9 - Figure C.4.12. 
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VV               HV                  HH

σV = σH

σV > σH

 
Figure C.4.18: The effect of differential extinction on  volume coherence in 
the complex plane 

To further assess whether the magnitude of these observed errors is due to statistical 
sampling or to real tree structure will require two further stages of investigation: 

• To apply the algorithms to real SAR data collected over forest test sites. 
However such real data will have additional coherence errors due to temporal 
decorrelation, signal to noise ratio and mis-registration, which must be 
accounted for in any quantitative analysis. 

• To investigate the effects of varying voxel size on extinction estimation in the 
SAR simulator.  

The first of these can be explored within this project by using existing forest SAR data 
collected by the DLR E-SAR system while the second lies outside the scope of this 
project and remains for future study. 

C.4.5 Experimental validation 

In the following, the selected experimental data will be analysed in order to 
demonstrate the effects/potential of Lite-Pol InSAR Configurations. The first data set 
has been acquired during the second SIR-C/X-SAR space shuttle mission in 1996 
over the Kudara test site located close to the lake Baikal / Russia. Fully polarimetric 
data at L- and C-band have been acquired in a repeat-pass interferometric mode with a 
temporal baseline of about 48 hours. Figure C.4.19 shows a RGB representation of the 
three Pauli basis polarisations (Red: HH-VV, Blue: HH+VV, Green: HV+VH). The 
forested areas are located on the bottom and on the top of each image and appear 
green at C-band (HV) while the red component at L-band indicates the presence of 
significant dihedral scattering component (HH-VV) - especially in the forested areas 
on the top of the image. In the middle, the Selegna river crosses the image surrounded 
by woodland and vegetated or bare agricultural fields. 

According to the discussion in the previous sections, the use of Lite-Pol 
configuration(s) for forest height inversion has - under the assumption of the RVoG 
model - two potential limitations compared to Quad-Pol configurations. The first one 
arises from the contraction of the “visible part” of the straight line in the complex 
space - predicted by the RVoG model - in Lite-Pol acquisitions. This leads, in general, 
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Figure C.4.19: Pauli Images of the Kudara test site: Left: C-band, Right: L-
band. 
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Figure C.4.20: Left: HH-HH, Right: HV-HV Coherence Maps (L-band). 



PAGE C-68 SAR INTERFEROMETRY FOR  
BIO- AND GEO-PHYSICAL RETRIEVALS 

ESA CONTRACT NO
16366/02/NL/MM 

 

 

20 FEBRUARY 2004 VEGETATION PARAMETERS FINAL REPORT

 

 

SIR-C  / Test Site: Kudara,Russia
Az

im
ut

h

Range

Az
im

ut
h

Range

Temporal Baseline: 48 Hours 

Interferometric Coherence Images

OPT 1 OPT 3

L-band

 
Figure C.4.21: Left: 1st, Right: 3rd optimum coherence map (L-band). 
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Figure C.4.22: Left: HH-HH, Right: HV-HV coherence map (C-band). 
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Figure C.4.23: Left: 1st, Right: 3rd Optimum Coherence Maps (C-band). 

to a degraded Lite-Pol estimation performance compared to the inversion performance 
obtained from Quad-Pol acquisitions. To demonstrate this effect the interferometric 
coherence maps for the HH-HH and HV-HV interferograms obtained form a Lite-Pol 
acquisition are shown in Figure C.4.20 (L-band) and 22 (C-band) and compared to the 
coherence maps of the two extreme optimum polarisations (1st and 3rd) obtained from 
a Lite-Pol acquisition shown in Figure C.4.21 (L-band) and 23 (C-band). 

It becomes clear that the contrast between the optimum coherences is significantly 
higher than the contrast between the HH-HH and HV-HV coherences over the whole 
extent of the forested areas at both frequencies. At C-band is the effect especially 
strong. Accounting the constant topographic conditions over the whole image, the 
difference in the contrast reflects - at first order - the difference in the length of the 
“visible part” of the RVoG model. 

To demonstrate this in a direct way, the coherence signatures of two forest points 
within the scene are shown in Figure C.4.24 (L-band) and 25 (C-band). On the left 
hand side the loci of the 1st and 3rd optimum (complex) coherences are indicated by 
the two green points while on the right hand side the green points indicate loci of the 
HH-HH and HV-HV (complex) coherences. The effect of a smaller “visible line 
segment” becomes clear: The contraction of the visible line segment can vary from 
moderate (lower point) to dramatic (higher point). In the first case the inversion 
robustness is not very different between the Lite-Pol and Quad-Pol scenario, while in 
the second case inversion robustness degrades significant in the Lite-Pol scenario. 
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Quad-Pol Dual-Pol (HH-HV)Quad-Pol Dual-Pol (HH-HV)  

Figure C.4.24: Coherence Signatures: Left Quad, Right: Dual-Pol (L-band). 

 

Quad-Pol Dual-Pol (HH-HV)Quad-Pol Dual-Pol (HH-HV)  
Figure C.4.25: Coherence Signatures: Left Quad, Right: Dual-Pol (L-band). 

The second effect is a potential estimation bias introduced by the regularisation 
condition of no-ground scattering in one of the available polarisations, that is required 
for the unique inversion of forest height from a single baseline Pol-InSAR acquisition. 
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While for flat terrain conditions the assumption of no ground contribution in the HV 
channel may be the adequate, in the presence of terrain topography a significant 
ground component could be introduced in the HV channel. While in the case of a 
Quad-Pol observation vector this effect can be compensated – by the coherence 
optimisation process- in the case of Lite-Pol the availability of just two channels does 
not allow any compensation. Consequently, the use of the HV channel for forest 
height inversion can lead - depending on the forest conditions - to a more or less 
significant height bias. 

In Figure C.4.26 and Figure C.4.27, two forest height profiles obtained from the 
inversion of two Lite-Pol (top) and Quad-Pol (bottom) Pol-InSAR data range profiles 
at L-band are shown. The triangles indicate the estimated height values for every 
sample and the red line represent the mean height of whole estimates. It can be seen 
that in both cases the mean values obtained from the Lite-Pol data inversion and the 
ones obtained from the Quad-Pol data inversion are very close to each other, and no 
bias becomes visible – in accordance with what one will expect due to the flat terrain 
conditions. However, it also becomes clear that the height standard variation is higher 
for the Lite-Pol estimates than fot the Quad-Pol estimated – mainly a consequence of 
the shorter “visible line parts”.   

 

 

Dual-Pol: HH and HV

Quad-Pol

Dual-Pol: HH and HV

Quad-Pol

 

Figure C.4.26: Inverted height profiles. Top: Lite-Pol, Bottom: Quad-Pol.  
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Figure C.4.27: Inverted height profiles. Top: Lite-Pol, Bottom: Quad-Pol. 

Finally, in order to evaluate the effect of topography on the Lite-Pol InSAR forest 
height estimates, the Lite-Pol inversion approach is applied on the proposed test site 
of Fichtelgebirge / Germany, and the obtained results are compared to the results 
obtained from the inversion of full Quad-Pol InSAR data. As already stated in chapter 
C.3, the main test areas of the Fichtelgebirge site are located at the slopes of 
Schneeberg, that introduces an about 700m height variation over 1.5 kilometres and 
are dominated by Norway spruce (Picea abies about 95%). 

Two test stands have been selected and are shown in Figure C.4.28. The histograms of 
the obtained inversion results are shown in Figure C.4.29 (Test Area 1) and 30 (Test 
Area 2). The blue histogram represents the results obtained from the inversion of the 
Quad-Pol data while the orange histograms correspond to the results obtained from 
the Lite-Pol approach (i.e. Dual-Pol, Channels: HH and HV). In both cases, the Lite-
Pol results are characterised by a underestimation of the mean value and a higher 
variance compared to the Quad-Pol results that fit in these area the ground-
measurements better that 10% [111]. For Test Area 1 (mean ground measured height 
about 18-19 meters) the Quad-Pol results are characterised by a mean value of about 
18.8 meters and a variance of 4 meters while the Lite-Pol results have a mean value of 
about 16 meters and a variance of 6.5 meters. For Test Area 2 (mean ground measured 
value about 19-22 meters) the Quad-Pol results have a mean value of about 20.5 
meters and a variance of 4 meters while the Lite-Pol results have a mean value of 
about 18.5 meters and a variance of 4.5 meters. 

Also these results are in accordance with the physical interpretation performed in the 
previous sections: Lite-Pol configurations are still capable to provide sensitive forest 
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height estimates, however with a larger variance compared to the results obtained 
from Quad-Pol configurations. Quad-Pol configurations allow more robust inversion 
results primarily due to the higher ability to compensate terrain effects and the more 
accurate estimation of ground topography. 

 

L-band HH-HH

AREA 1

AREA 2

L-band HH-HH

AREA 1

AREA 2

 

Figure C.4.28: Test Areas for the Fichtelgebirge test site.  
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Figure C.4.29: Histograms of estimated forest height for Test Area 1. 
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Figure C.4.30: Histograms of estimated forest height for Test Area 1. 

C.4.6 Conclusions and recommendations 

Concluding the work on forest height estimation, the following comments can be 
made: 

Model-based estimation of forest height in terms of Light-pol (Dual-pol) InSAR is in 
principle possible. Indeed, in the frame of this study has been demonstrated that the 
Random-Volume-over-Ground (RVoG) scattering model can be used for the inversion 
of forest height from a dual-pol single baseline InSAR configuration based on a 
modified (with respect to the quad-pol scenario) inversion methodology. The height 
estimates – obtained from simulated as well as from experimental data sets – show an 
overall estimation accuracy of about 15-20%  and are sensible enough to make an 
impact on forest applications. However, the estimation performance depends critically 
on a series of parameters. 

The first key point towards accurate forest height estimation is the precise estimation 
(or knowledge) of the phase related to the underlying topography. In the Dual-pol 
InSAR case, model-based estimation of the underlying topography from the data is by 
far not so successful as in the Quad-pol InSAR case and becomes - with decreasing 
overall coherence values - less robust and less accurate. It follows that, external 
ground elevation models - when available – may increase significantly the estimation 
accuracy of forest height by providing accurate information about underlying 
topography and its variation. However, DEM’s obtained from InSAR techniques are 
of limited suitability for providing the required underlying topography information. 
The inherent vegetation bias can reach up about 80% of the forest height - depending 
on the operation frequency and the forest structure - making the estimation of ground 
topography very inaccurate. The required accuracy of a true ground topography DEM, 
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as well as the quantification of the error introduced by a certain terrain variation have 
to be answered in future investigations. 

A second aspect that influences directly the estimation performance of forest height is 
the presence of orientation effects within the forest canopy. Oriented canopy structure 
can lead to a polarisation dependent wave propagation through the vegetation volume 
and violates the assumptions of the RVoG model. The relevance of orientation effects 
depends strongly on the forest type/structure and the operation frequency. Regarding 
the influence of frequency, orientation effects are expected, in general, to be stronger 
at lower (e.g. P-band) than at higher frequencies (e.g. X-, or C-band). At L-band - an 
intermediate frequency band - the presence and intensity of orientation effects may 
vary from case to case depending on forest structure.  

The Scots Pine forest stand simulation indicates the presence of significant orientation 
effects at L-band with differential extinctions on the order of 5-10 dB/m. However, 
the accuracy of those differential extinction estimates is questionable the modelling of 
vegetation extinction is in general affected by large error-bars. In contrary to these 
results, the analysis of several experimental Pol-InSAR data sets at L-band over 
temperate and boreal forest types (predominantly Pine, Spruce and/or Beach stands) 
do not indicate the presence of strong orientation effects – at least not as strong to 
effect the forest height estimation accuracy. 

The lack of vegetation (forest and agriculture) extinction measurements and its 
variation with polarisation in the literature, for almost all key radar frequencies (X-, 
C-, and L-band) makes a critical evaluation of the obtained results very difficult. 
Thus, the organisation and support of experimental vegetation extinction/ attenuation 
measurement campaigns, especially with respect to future Pol-InSAR missions, is 
strongly recommended.  

In addition, acquisition and evaluation - with respect to forest height estimation and 
quantification of the effect of differential extinction - of experimental Pol-InSAR data 
over forest types characterised by different structure than the ones reported in the 
literature is also suggested. This will allow a wider validation of the proposed 
methodology and of the underlying assumptions. 

In the absence of a ground elevation model the accuracy of the underlying phase 
estimation – and consequently the accuracy of the forest height estimation - depends 
critical on the choice of the polarisation pair. The performed analysis indicated that 
HH-VV and HV is the pair that leads to the best estimation performance. Under the 
constraint of a single transmission channel, HH and HV appears to provide the best 
results having at the same time the highest robustness against orientation effects. 
Light-pol using circular polarisation LL and LR also provided satisfactory 
performance, at least in the simulated data sets used in this study. However, the fact 
that the circular performance is no better than the one obtained from the linear 
configuration combined with the fact that there are no plans for a near future makes 
the circular LL and LR pair to be of secondary importance. 

Compared now to the Quad-pol InSAR case, the main impairment regarding forest 
height estimation introduced by a Light-pol InSAR configuration is in terms of 
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robustness and estimation accuracy. A Quad-pol InSAR configuration allows, as 
already mentioned above, a more accurate and/or robust estimation of the underlying 
topography phase as it allows to generate more statistical samples - in terms of linear 
combinations of the three independent polarisation states - required for a better 
estimation. In the Light-pol InSAR case, the availability of only two polarisations - 
that in both proposed configurations (HH and VH or LL and LR) do not correlate - 
affects the formation of appropriate linear combinations and limits thus the estimation 
accuracy/robustness.  

In addition, a Quad-pol InSAR configuration permits a more accurate approximation 
of the assumption of no ground scattering in one polarisation that is required for the 
regularisation of the inversion problem, especially in the presence of terrain variation. 
The availability of Quad-pol data allows a better compensation of terrain induced 
ground scattering components, while in the Light-pol InSAR case the assumption of 
no ground scattering is always approximated by the Cross-pol channel. An external 
ground topography DEM becomes also on here of importance as it may permit the 
removal of the ground scattering components introduced by the terrain variation. The 
accuracy requirements are in this case not so strict as for the estimation of the phase 
related to the ground.  

However, the main limitation for the application of the developed methodology is 
temporal decorrelation - inherent in all repeat-pass implementations of InSAR. 
Temporal decorrelation reduces the InSAR coherence and leads - if not accounted - to 
a sensitive overestimation of forest height. In its most general form, temporal 
decorrelation can affect directly the underlying RVoG inversion model making forest 
height estimation with a Light-Pol (or even Quad-Pol) InSAR configuration 
unreliable. However, the most common temporal decorrelation sources- as for 
example wind induced movement of the scatterers within the canopy layer - do not 
affect directly the underlying model, making forest height estimation a solvable but 
underdetermined problem at least for a for a single baseline Pol-InSAR acquisition. 
The most promising way to deal with this problem is by facing moderate decorrelation 
effects – guaranteed by very small temporal baselines – with an extended observation 
vector in terms of multiple interferometric observations at different baselines – a 
scenario that can be realised in the frame of a mission. In this way height retrieval 
with a reasonable error bar can be made possible (even for Light Pol systems). 
Promotion for the development of the related methodology and its validation is highly 
recommended as a possible break-through will allow a significant upgrade of near 
future spaceborne SAR mission applications. 
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D.1 INTRODUCTION 

A comprehensive literature review has been carried out for the special SAR 
interferometry application of man-made objects. Existing bio- and geophysical 
retrieval algorithms and relevant techniques are reviewed. Their status and 
interferometric data base requirements are assessed. Special attention is paid to 
promising concepts which could be the basis for the development of new retrieval 
algorithms. 

InSAR applications (DEMs, coherence analysis and surface motion) are restricted 
mainly by temporal and spectral data decorrelation. The temporal decorrelation results 
in a lack of interferograms composed of long-time separated acquisitions. 
Consequently, the temporal statistical properties of the observed variables (i.e. 
seasonal periodicities and temporal mean) can not be utilized. The restriction of the 
data analysis on man-made features on a sparse spatial grid requires completely new 
estimation methods. Man-made objects have the property to be long-term stable 
regarding scattering effects. Therefore, they allow long-time span and time series 
analysis. The use of local measurements on a pixel by pixel basis avoids the need for 
phase unwrapping which is the most difficult InSAR processing step. The 
interferometrically observed variables topography, atmospheric delay and surface 
motion can be separated from each other. This technique results in an improved 
accuracy measuring the different effects and offers the potential for new applications. 
Publications regarding this technique are compiled and analysed in this section. 
Emphasis is put on promising concepts which may lead to new interferometric 
products. 

D.2 STRUCTURE OF THE REVIEW 

Previous studies about the retrieval of geo- and biophysical parameters are reviewed 
in section D.3. The relevance of the known applications for man-made features and 
urban areas is revised in the context of permanent scatterers. In section D.4, properties 
and resulting advantages of man-made objects in SAR interferometry (InSAR) are 
gathered. 

Pioneering work was performed by scientists at the Politecnico di Milano (POLIMI). 
The retrieval algorithms invented by POLIMI are presented starting with the general 
formulation of the estimation problem. Afterwards, POLIMI’s permanent scatterer 
base algorithm for linear motion is described. The extension of the estimation for the 
atmospheric phase screen (APS) follows. The non-linear motion estimation found by 
the POLIMI scientists is described in the next subsection. 

Many scientists focus on the optimisation of particular processing steps of the 
permanent scatterer technique. Rarely, they have a dedicated application in mind but 
contribute to the better understanding and consequently to the operational use of the 
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new technique. Their work is presented in the section D.6. An alternative algorithm is 
described as well. 

POLIMI’s permanent scatterer algorithms form the basis for various geophysical 
applications, which are summarized in section D.7. Most applications for the 
monitoring of geophysical parameters are based on the measurement of the change of 
range distance, which e.g. can be considered as subsidence. Many scientists found 
relations between the observed subsidence and various geophysical effects.Finally the 
different geophysical parameters, applications and possible data products are 
summarized including some examples of DLRs software development in the 
framework of permanent scatterers. 

D.3 OVERVIEW OF PREVIOUS STUDIES 

A special issue of the IEEE Transactions on Geoscience and Remote Sensing with 
research papers on “Retrieval of Bio- and Geophysical Parameters from SAR Data for 
Land Applications” (Vol. 35, No. 1, January 1997) was already published in 1997. 
The articles emphasize that retrieval algorithms for bio- and geophysical parameters 
are considered as well-established but have nevertheless not lost any of its 
importance. Although there used to be several interferometric applications e.g. 
Wegmüller and Werner (1995) and Askne et al. (1997) the permanent scatterer 
technique was not yet established. The techniques presented in the special issue 
covered the following topics: 

• Vegetation and land cover 
• Forestry 
• Agriculture 
• Soil Moisture/ Roughness 
• Urban/ Geology 

Unfortunately, they can neither directly be applied to man-made objects nor 
permanent scatterers. As the permanent scatterer technique is restricted to areas with 
stable scattering targets, which are predominantly found in urban areas, vegetation 
parameters and forestry applications are left out from the field of applications. 

A very good insight into the importance of urban areas is provided by Henderson and 
Xia (1997). According to their view, urban areas 

• occupy a relatively small portion of the Earth’s surface  
• represent one of the most complex, intricate and variable of all land covers 
• over 70% of the world’s population in developed countries live in urbanized 

areas 
• the economic importance and land values of urban areas are among the highest 

of all land uses 
• urban areas are the most rapidly expanding and changing elements of the 

landscape 
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• monitoring changes is considered to be important for the allocation and 
conservation of natural resources and planning. 

They also list the following SAR applications in urban areas: 

• settlement detection 

• population estimation 

• urban analysis, i.e. identification of man-made features (industrial sites, 
shopping centres, commercial areas) using multi-polarized imagery. 

Another paper by Xia and Henderson (1997) reviews the understanding of the 
relationships between radar response patterns and the bio- and geophysical parameters 
in urban areas. It investigates the intensity and patterns of radar returns from urban 
features. The authors specify the following applications:  

• dielectric properties of urban features (high absolute values for the complex 
dielectric constant for metallic features) 

• surface roughness of urban features (rough surfaces produce returns of 
relatively strong intensity for a wide range of depression angles) 

• landform characteristics 

• type, amount and pattern of vegetation cover 

• settlement history 

• local climate and seasonal changes 

Both authors have performed a very comprehensive literature review and present an 
extensive bibliography but no retrieval algorithms themselves. In spite of the 
importance of the mentioned applications this report is restricted to interferometric 
techniques utilizing man-made features as the permanent scatterer technique. 

D.4 PROPERTIES OF MAN-MADE OBJECTS (PERMANENT 
SCATTERER) 

Interferometric observations are affected by phase noise and therefore are limited in 
their application. The following effects result in phase noise contributions: 

• temporal changes of the scatterer 

• different look angle 

• volume scattering 

Man-made features are scatterers with exceptionally advantageous properties in 
comparison to distributed scatterers or clutter. The restricting effects mentioned 
earlier have only little influence on the result. 

Usai (1997) and Usai et al. (1999, 2000) studied the coherence for selected features in 
long time interferograms (time span 3 1/2 years). They observed in almost totally 
decorrelated interferograms that some features maintain high coherence even over a 
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time scale of years. They recognized that these stable scatterer properties apply 
mainly to man-made features (anthropogenic features). Therefore it was investigated 
whether this information can still be used to assess terrain deformations by means of 
the differential technique and to use it for long term monitoring. For this reason, the 
authors investigated the phase stability in time and the spatial homogeneity of the 
detected coherent scatterers. The experiments already consider the atmospheric 
influences on the interferometric measurement. Consequently, they performed a 
spatially relative phase estimation referring to one reference scatterer. Likewise the 
interferometric pairs are processed referring to one and the same master. They noted 
that weather, seasonality, satellite configuration under which the slaves scenes have 
been acquired may affect the coherence more than the time interval between master 
and slave. Based on these observations, they predicted the extension of a range of new 
InSAR applications and proposed the monitoring of slow deformation processes like 
land subsidence and plate tectonics. 

Feretti et al. (2000a) did a more thorough investigation of the properties of permanent 
scatterers (PS). They estimated the permanent scatterer density as a function of phase 
noise (shown for several cities: Milan, Paris, Los Angeles). Consequently, their 
estimations can be tuned on the one hand regarding spatial resolution (permanent 
scatterer density) and on the other hand regarding accuracy (phase noise). For 
different applications individual demands are considered advantageous. The selection 
of scatterers which are used for the estimation is a key step in the processing chain. 
Two competing effects have to be balanced with each other. If the selection of the 
permanent scatterers is not severe enough the phase values are too noisy. An 
unreliable estimation is the consequence of this decision. If on the other hand only 
few permanent scatterers can be identified because of a very restrictive selection the 
spatial density will be too sparse. The POLIMI team found about 2/100 kmPS  in 
urban areas which can be identified and exploited for terrain deformation monitoring 
with a phase standard deviation less than 0.5 rad. This already shows the accuracy of 
the estimation of interferometric measurement contributions and reveals the high 
potential for geophysical applications.  

Ferretti et al. (2001) presented a complete procedure for the identification of stable 
scatterers. In connection with this procedure they mentioned another very important 
property of these permanent scatterers. If the dimension of the permanent scatterer is 
smaller than a resolution cell, interferograms with baselines larger than the 
decorrelation baseline can be combined. Therefore, all available acquisitions of ERS 
can be exploited. Ferretti et al. (2001) presented an equation that provides the basis 
for the estimation of the phase stability vσ  out of the time series of the amplitude A  
for a single permanent scatterer. 

A
A

A
v D

m
=≅ σσ   (D.1) 

This equation states that the amplitude dispersion index AD  is a good estimate for the 
phase dispersion vσ  and therefore for the phase stability. It is valid for high SNR 
values i.e. 3.0<AD . Aσ  is the temporal standard deviation and Am  is the temporal 
mean of the amplitude. This relation was found at POLIMI using numerical 
simulations and verified by comparison with their estimation results. This relation is 
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helpful on one hand for the identification of the PS and on the other for a preliminary 
guess of the obtainable estimation accuracy for a given stack of data. 

D.5 PERMANENT SCATTERER ALGORITHM INVENTED BY 
POLIMI 

Ferretti et al. (1999a) presented the mathematical framework and examples for the 
Permanent Scatterer (PS) method. The published algorithm is the basis for all efficient 
permanent scatterer estimation procedures. The starting point is the interferometric 
observation equation for a single differential interferogram i which is part of the data 
stack generated from 1+N  SLC scenes: 

itopoiiTii nar _
4 ε

λ
πφ +∆+∆+∆⋅⋅=  (D.2) 

with Ni …1=  

:λ  is the radar wavelength 

:Tir∆  is the target displacement in the LOS and is proportional to the targets 
displacement velocity rv  

:ia∆  is the atmospheric phase contribution 

:_ itopoε  is the height error from the DEM compensation and is proportional to the 
perpendicular Baseline iB  

:in∆  is the decorrelation noise 

All N  interferograms are processed relative to the same master scene. In order to 
eliminate atmospheric effects and baseline errors the low frequency components need 
to be removed from the single interferograms iφ . The estimation is performed pixel-
by-pixel and a linear model for displacement is introduced. The authors introduced the 
following estimation equation: 

rvizzii vCC ⋅+⋅= εφ  (D.3) 

The factors are ivi TC ⋅⋅=
λ
π4  and izi BC ∝  ( iB  is the perpendicular baseline). In this 

simple form, the presented algorithm can obtain two geophysical parameters: firstly, 
the linear displacement, rv , and, secondly, an improved DEM utilizing zε . The 
POLIMI team compared the PS with a natural GPS network. Hence, many 
applications a GPS network can cope with are addressed. In their paper, they present 
slow terrain motion (<1 cm/ year) and a correction of the DEM at the PS locations. 
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D.5.1 PS general problem formulation 
In Ferretti et al. (2001) the estimation procedure is enhanced in order to separate and 
determine the DEM error zε , the atmospheric contributions ia∆  and the target motion 

rv . For this reason, they can estimate with the presented algorithm the following 
geophysical parameters:  

• millimetric terrain motion (detection and temporal evolution) 

• sub-meter DEM accuracy 

• atmospheric phase screen 

• PS dimension i.e. the effective electromagnetic width of the PS.  

The following general formulation of the problem and the estimation procedure 
originates from Ferretti et al. (2001). Note, that some variables are renamed in respect 
to the original publication in order to get a consistent naming within the document. 
Based on K+1 ERS SAR images, K interferograms are formed with respect to the 
same master scene (index m). The measured interferometric phase is given by: 

EvThBxpypa TTT
x

T
y

T +⋅+⋅+⋅+⋅+=Φ  (D.4) 

where 

:H  number of PS 

:a  1×K  are constant phase values 

xp  and :yp  each is 1×K  and contains the slope values of the linear phase 
components along azimuth y  and slant range x  due to orbit and atmosphere ( x  
and y : each is 1×H ) 

:B  1×K  contains the normal baseline values (for large areas baseline varies with 

location B : HK × ) multiplied with ( )αλ
π
sin

4
⋅⋅
⋅

R
 (and corresponds now to the 

height to phase conversion) 

:h  1×H  contains the elevation of each PS  

:T  1×K  contains the time interval between the K  slave images and the master 

multiplied with 
λ
π⋅4  (and corresponds to a velocity to phase conversion) 

:v  1×H  contains the slant range (LOS) velocities of the PS’s 

:E  HK ×  contains the residues (atmospheric effects different from linear 
components, phase noise due to temporal and baseline decorrelation, residual 
non-linear motion). 

The above set of KH ⋅  equations and HK ⋅+⋅ 23  unknown parameters ( a , xp , yp , 
h , v ) is non-linear due to the wrapped phase values Φ . The solution is obtained by 
an iterative algorithm. 
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D.5.2 PS base algorithm 
The algorithm is described by Ferretti et al. (2001). The processing starts with the so 
called zero baseline steering. Utilizing a moderately accurate DEM (accuracy of 20 m 
is sufficient) the interferometric phase Φ  is corrected for the geometric DEM phase 
contribution. The obtained phase can then be considered observed from the same 
master orbit. Due to unavoidable orbit and DEM errors the compensation is not 
performed perfectly. The following observation equation results: 

EvThBxpypa TTT
x

T
y

T +⋅+∆⋅+⋅+⋅+=∆Φ  (D.5) 

where 

:∆Φ  is the differential phase 

xp  and :yp  residual linear (due to a small estimation area) components of orbit error 
and APS 

:h∆  DEM error. 

A system solution can be obtained if 

• the space-time distribution of the acquisitions is uniform (as possible) 

• the reference DEM is accurate ( m20± ) 

• the estimation area is small, i.e. APS and orbit error can be modelled by linear 
phase components 

• the target motion is slow because of aliasing and can be approximated by a 
constant velocity. 

The POLIMI team describes the retrieval algorithm for the parameters PS height error 
h∆  and PS motion v  as follows: 

(D.6) 

1. initialisation 
0=n  (iteration counter) 

∆Φ=∆Φ )0(   0)0()0()0()0( ====∆ vvhh δδ  

2. repeat until convergence: 

a) update vectors and iteration counter: 
1+= nn  

)1()1()( −− +∆=∆ nnn hhh δ  
(n) (n 1) (n 1)v v v− −= + δ  

b) test for end of iteration (finish if the following conditions are fulfilled) 

max
)1()1(1 NnorTvandThandn vL

n
hL

n =<<>
∞

−

∞

− δδ  

c) compensate ∆Φ for the phase caused by )(nh∆  and )(nv  
( ))()()( nnn vThB ⋅+∆⋅−∆Φ=∆Φ  
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d) for each differential interferogram (each row k ) of )(n∆Φ  estimate 
)(n

ka , )(n
kxp , )(n

kyp  using a periodogram: 

{ } ( ){ }kykx
n

k
n
ky

n
kx pppp ,maxarg, )()()( Γ=  

)()( n
k

n
ka Γ∠=  

where: 
( )∑

=

⋅+⋅⋅−∆Φ⋅ ⋅=Γ
H

i

ypxpjjn
k

ikyikx
n
ik ee

H 1

)(
)(1  

e) compensate the data for the estimated linear phase contributions: 
( )YpXpa n

y
n

x
nnn ⋅+⋅+−∆Φ=∆Φ )()()()()(  

f) for each PSC i estimate the residual velocity and DEM error 
{ })()( , n

i
n

i vh δδ  weighting each with the absolute value of kΓ  

{ } ( ){ }ii
n

i
n

i
n

i vhvh δδγδδ ,maxarg, )()()( =  
with 

( )∑
=

⋅+⋅⋅−∆Φ⋅ ⋅⋅Γ=
K

k

vThBjjn
k

n
i

kk
n
ik ee

K 1

)()(
)(1 δδγ  

D.5.3 PS Atmospheric Phase Screen (APS) estimation 
The result of the retrieval algorithm described before is the following:  

• the DEM error: h∆ ,  

• the LOS velocity: v∆ ,  

• linear components of the APS: a , 
x

p , 
y

p . 

The residual phase E  corresponds to atmospheric effects atmoE and phase noise noiseE : 

( )vThBypxpaE
yx

⋅+∆⋅+⋅+⋅+−∆Φ=  (D.7) 

noiseatmo EEE +=  (D.8) 

Ferretti et al. (2001) showed the enhanced processing in order 

1. to separate the noise and the atmospheric contribution from each other and 

2. to separate the atmospheric contributions from the formed interferograms into 
the contributions of the single radar acquisitions. 

ad 1) The strong correlation of atmosphere on short distances is utilized. By 
smoothing spatially the phase residues E , the atmospheric effects atmoE  and the noise 
are separated. The APS is sampled on a sparse irregular grid. Therefore an 
interpolation of the data is required. Ferretti et al. proposed the Kriging interpolation 
because it can perform the smoothing and the interpolation in one and the same 
processing step taking into account the power spectrum of atmoE . 
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ad 2) The atmospheric contribution in time is uncorrelated. Therefore the mean of the 
atmospheric components taken over all scenes corresponds to the master  

( ){ }ypxpaE
K

APS
yxatmomaster ⋅+⋅++⋅= 1  (D.9) 

The APS relative to each single scene i is obtained by subtracting the masterAPS  from 
the corresponding atmospheric contribution 

masteriatmoi APSEAPS −=  (D.10) 

D.5.4 PS linear phase residual (LPR) and non-linear motion estimation 
The POLIMI team further improved the estimation to be able to monitor non-linear 
displacement and to increase the estimation accuracy. Two advantages arise; firstly, 
the atmosphere, the noise and the non-linear motion can be separated from each other. 
And secondly, the displacement can be interpolated and predicted by a suitable model. 
Ferretti et al. (1999, 2000d) present the more general approach in detail. It is shortly 
summarized in this section. 

The phase residual E  can contain a component of motion that does not match the 
linear motion model 

motionnonlinearnoiseatmo EEEE _++=  (D.11) 

E  is called the Linear Phase Screen (LPR) and is the superposition of the three effects 
atmosphere atmoE , noise noiseE  and non-linear motion motionnonlinearE _ . With a simple 
low-pass filtering for the separation of noise and APS the non-linear motion 
component is lost in the APS. A least mean square (LMS) estimation can separate the 
components atmoE , noiseE  and motionnonlinearE _  from each other. atmoE , noiseE  and 

motionnonlinearE _  are considered random variables und thus E  has a phase variance 2
wσ  

composed from the sum of the three. 
2222
mnaw σσσσ ++=   (D.12) 

The constant velocity model simplifies the mathematical framework. But the PS 
technique can cope with non-uniform target motion provided the following two 
conditions are satisfied: 

• the PS density is high enough, 

• the coherence is high enough (i.e. 2
wσ  is low). 

The data (composed of an uncorrupted signal and a disturbance) are optimally filtered 
in the time - space - domain. The uncorrupted signal is the non-linear motion. The 
atmosphere signal corresponds to the disturbance. To develop the optimal filter the 
subsidence mechanism is modelled with a diffusion process: 

t
Sc

y
S

x
S

δ
δ

δ
δ

δ
δ ⋅=+ 2

2

2

2

 (D.13) 
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The solution S(x,y,t) of the differential equation offers a model of the subsidence in 
space { }yx,  and time t . The presented examples indicate the applicability of the 
above model for the subsidence mechanism. Consequently, the growing of a 
subsidence in space { }yx,  can be interpolated and predicted. This sort of model can 
estimate the amount of the infilled or of the extracted volume 0V . 

( )
( )

t
yxc

eV
t

ctyxS ⋅
+⋅−

⋅
⋅⋅

= 4
0

22

4
,,

π
 (D.14) 

In the equation above, 0V  is the amount of the infilled or of the extracted volume and 
c  is the diffusion coefficient (the POLIMI team used monthmc /104 24−⋅≈ ). The 
displacement signal is described in the frequency – wavenumber - domain by 

( ) ( ) cjvu
cVvuS

⋅⋅++
⋅=

ω
ω 222

0,,  (D.15) 

The power spectrum of the signal is therefore 

( ) 22422

2
2

cvu
cPS

⋅++
⋅=

ω
σ  (D.16) 

The power spectrum AP  of the atmospheric disturbance depends only on the 
wavenumber k  and the power 1Q  and is described by the Kolmogorov law: 

3
8
1

k

QPA =  (D.17) 

The optimal filtered estimate Ŝ  of the subsidence is obtained from the measurements 
M  by: 

M
PP

PS
AS

S ⋅
+

=  (D.18) 

Different geophysical effects require different models in order to describe and finally 
emulate their special space - time - behaviour. Each parameter in the model can be 
monitored by the procedure described above. The range of applications is therefore 
manifold and some examples will be presented in section D.7. 

D.6 IMPROVEMENTS AND VARIANTS OF THE PS 
PROCESSING 

In contrast to the techniques described before, Fruneau et al. (1999) presented a much 
simpler algorithm in order to detect slow deformations in urban areas with standard 
atmospheric conditions. Only few scenes are required und their acquisitions span a 
time range of about three years only. It was recognized that the detection of very low 
subsidence rates over long time span in urban areas is not limited by the coherence 
loss on the required time scale of observations. Firstly, it was tried to compensate the 
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atmospheric effects. But the team reports that the correction of tropospheric effects 
utilizing standard weather information (temperature, pressure, relative humidity) does 
not perform as expected. For this reason, they suggest a simple solution to cope with 
the atmospheric influences: the addition of interferograms. Unfortunately there are no 
details about the selection of scenes regarding their baseline and temporal distance in 
order to form the interferograms and the final combination of the interferograms. The 
presented example shows clearly the dimension of the subsidence. Its temporal 
evolution is mentioned as another application. 

Other scientists focus on the optimisation of particular processing steps of the 
permanent scatterer technique. Rarely, they have a dedicated application in mind but 
contribute to the better understanding and consequently to the operational use of the 
new technique. Colesanti et al. (2002a) merges independent data sets covering the 
same area. This sort of data stacks can be obtained by 

• ascending and descending acquisitions and 

• overlapping areas from adjacent tracks. 

Several advantages result. Firstly, the increased number of data sets significantly 
increases the number of PS. It is reported that only 30% of PS are common in 
different interferometric stacks with the same pass direction. The other much larger 
part contributes to a more dense PS distribution. Secondly, the combination of 
different data sets enables the cross validation and a quality assessment. It is obvious 
that this is an essential point for an operational monitoring. 

Furthermore, Colesanti et al. (2002b) suggest simple but effective models for the 
permanent scatterer processing in order to monitor non-linear motion. The application 
of the presented models requires a processing of the data as described in section D.5, 
i.e. the interferograms are compensated with regard to atmosphere before. The models 
help to discriminate deformation from residual topography and noise. Different 
geophysical effects are assigned to various models: 

• Ground deformations caused by exploitation of ground water resources or 
withdrawal of oil or gas, mining activities, underground excavations are 
described by higher order polynomials. 

• Seasonal effects e.g. periodically varying ground water level (dry summers 
and wet winters), reversible ground deformation (reversible compaction of the 
aquifer system) can be described by a linear displacement and a periodical 
contribution: 

( )⎟
⎠
⎞

⎜
⎝
⎛ −⋅⋅⋅+⋅⋅⋅=Φ mimiimim TT

T
ATv ,1,0,,1,,1 ~

2cos4 π
λ
π  (D.19) 

Assuming a one year periodicity T~ , the variables v , A  and 0T  can be estimated. In 
(Colesanti et al., 2002b) sample images for the spatial estimation of the amplitude A  
and the temporal offset 0T  of periodical effects are shown. Consequently, various 
geophysical effects on ground can be spatially separated. 

Another interesting problem is picked up by Refice et al. (2002a). The measured 
atmospheric phase screen is given on a sparse grid (at the PS locations) and needs to 
be transformed from a relative phase into an absolute phase. This processing step 
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requires firstly a phase unwrapping (PU) and secondly an interpolation. It is well 
known that the scaling information is an important tool for the description of natural 
processes. Therefore, the team investigates the use of scaling information in the 
process of PU on sparse data. Indeed, the power law behaviour of the data variogram 
is used as an a priori constraint for an optimisation procedure (simulated annealing). 
The presented algorithm was tested with simulated data. 

As pointed out in section D.5, the PS technique is based on the iterative separation of 
the different contributions to the interferometric phase. Alternatively, Inglada and 
Adragna (2002) propose to apply the Independent Component Analysis (ICA) in order 
to decompose the ground subsidence and the APS. Their simulation indicates that the 
ICA based algorithm can separate non-linear displacements, e.g. seasonal effects and 
linear down - and uplift of subsidence areas and the APS. 

D.7 APPLICATIONS BASED ON THE PS ALGORITHM 

The PS algorithm described in section D.5 forms the basis for various geophysical 
applications. In this section, the reported applications are summarized. Most 
applications for the monitoring of geophysical parameters are based on the 
measurement of the change of range distance which is usually considered as 
subsidence. Many scientists found relations between the observed subsidence and 
various geophysical effects. 

Due to the advanced PS processing Ferretti et al. (2000c) can monitor linear and non-
linear motion which includes in particular periodical subsidence and uplift. By 
applying time series analysis of the phase residues Ferretti et al. (2000b) can show 
examples of collapsing buildings. They are also able to show the dilation of a metallic 
building (e.g. La Cite des Sciences in Paris) caused by temperature variation. Based 
on this measurement 

• the temperature can be measured if material is known or 

• the material can be determined from its thermal dilation coefficient if the 
temperature is known. 

Le Mouelic et al. (2002) measured a subsidence in Paris. They demonstrated that the 
uplift correlates to underground water level (elastic deformation of the ground, not 
simply compaction). Finally, they were able to monitor the amplitude and shape of the 
deformation. 

Colesanti et al. (2000) use the PS technique to locate seismic faults (i.e. a fracture of 
rocky mass marked by the offset of one side with respect to the other) with high 
spatial resolution. They can monitor the evolution of the displacement in the LOS and 
utilize this information to classify the faults into Strike-Slip faults or into Dip-Slip 
faults. The displacement rate discontinuity across active faults can be determined by 
the PS technique. The measured LOS discontinuity varies between 0.5 and 2.5 mm/ 
year and shows the outstanding accuracy and potential of the PS technique. Colesanti 
et al. (2000) plan to assess and understand the effects of slight seismic events utilizing 
the PS technique. 
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Dehls et al. (2002) applied the PS technique in barren rocky non-urban areas. The 
team states to monitor geophysical parameters on different scales: 

• creep phenomena in blocky avalanche deposits (steep slopes are covered with 
blocky colluvium and large blocks of the slopes creep down due to gravity up 
to 5 mm/ year),  

• subsidence by compaction of material (dam at a lake shows a compaction 
which rate is proportional to the thickness of the dam material about 4-5 mm/ 
year) and  

• postglacial uplift (isostatic uplift in response to the melting of the last ice 
sheets approximately 9 mm/ year) but it is stated as “difficult to quantify yet”. 

Additionally, Dehls et al. (2002) investigate the problem of snow cover, especially the 
snow coat of variable thickness on PS. It was observed, that as long as the snow cover 
is thin, the survival rate of natural PS is high. Finally, the problem was solved by the 
selection of suitable snow free scenes. 

Using the PS technique, Mora et al. (2001) monitored subsidences causing problems 
in buildings. They compare the results obtained by D-InSAR and the PS technique 
and conclude that both measurements agree with the available GPS measurements. 

Refice et al. (2002b) utilize the PS technique to monitor landslides. It is reported that 
the PS technique helps to overcome the difficulties which occur with this application: 

• limited spatial extend of landslide areas,  

• rainy weather conditions associated with movement events and 

• decorrelation due to vegetation, strong topographic contributions. 

Additionally, they present the temporal phase history for an industrial hangar. The 
temporal evolution of this PS follows clearly a sinusoid like oscillation with a 
periodicity of one year. The team assumes that the signal is caused by a thermal 
expansion and contraction of a metallic roof or by seasonal swelling of clayey soil 
under the construction’s foundations. 

A new geophysical application which is not based on the influence of the change of 
range distance is proposed by Ferretti et al. (2001). The PS dimension can be 
estimated and is to be interpreted as the electromagnetic width of the scatterers. 
Usually, point scatterers are assumed to be utilized with the PS technique. But these 
optimal point scatterers are not given in reality. The estimation of the mean effective 
electromagnetic width in range ∆  is derived by the POLIMI team as follows: The 
coherence γ  depends on the effective baseline effB  due to the spectral shift 

( )
2/

2/sin
∆⋅

∆⋅=
k

kγ  (D.20) 

with 

( ) effB
R

k ⋅
⋅⋅
⋅=

αλ
π
tan

4  (D.21) 
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The electromagnetic width in range ∆  can be obtained by a parameter fit through the 
dispersion of the residual phase values (measured coherence kΓ  from section D.5.2) 
versus the effective baseline. Residual phase values means that the phase of each 
slave scene is corrected for terrain motion v , atmospheric effects APS, the orbit and 
height error (slave scene as seen from master orbit position) 

( )( )∑
=

⋅+∆⋅+−Φ=Γ
H

i

vThBAPSj
k e

1
 (D.22) 

 

Various by-products result by the permanent scatterer technique processing each with 
its own applications. Man-made features simplify the co-registration of SLC scenes. 
Such co-registered stacks of scenes are on the one hand the data basis for the PS 
processing but on the other hand the stacks enable new applications and improved 
visualisations:  

• super-resolution scenes: Prati and Rocca (1993) demonstrated the 
improvement of the slant range resolution utilizing the spectral shift by 
properly combining several scenes covering different parts of the reflectivity 
spectra. 

• calibrated scenes for classifications: The temporal evaluation on radar data and 
especially the combination of data from different sensors e.g. ERS-1 and ERS-
2 require the calibration of the scattered intensity. With the PS technique the 
calibration enables the comparability of the scattered intensity and finally the 
identification and selection of the PS. Laur et al. (2002) describe the 
calibration procedure for the sensors ERS-1 and ERS-2 and provide the 
required calibration parameters and its meaning. Bovenga et al. (2002) suggest 
a simplified calibration of such data stacks. 

• calibrated temporal and spatial multi looked scenes: The multi image 
reflectivity map shows a significant speckle reduction but preserves the 
resolution of the image. The enhancement is expressed by the radiometric 
resolution (Bamler and Schättler, 1993). A straightforward processing consists 
of a simple incoherent summation of the available SAR scenes. Coltuc and 
Radescu (2002) show that this approach causes a non-uniform speckle 
reduction. At the same time, they present a procedure which results in a 
uniform speckle reduction. Therefore known algorithms developed to cope 
with speckle can be applied on this image. 

In the framework of man-made features, super-resolution data and data with a high 
radiometric resolution obtained by temporal multi-looking can be utilized for instance 
in: 

• road network extraction (Tupin et al., 2002) and 

• extraction of perennial structures (Datcu and Quartulli, 2002; Quartulli and 
Datcu, 2002a, 2002b) 
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D.8 CONCLUSION 

Until now the following interferometric applications are well established: 

• DEMs, 

• coherence, 

• surface motion (e.g. glacier, landslides) and 

• atmosphere. 

The permanent scatterer technique invented by POLIMI enables the separation of the 
various interferometric contributions by utilizing man-made objects. Firstly, an 
exceptional accuracy results and secondly a range of new applications and data 
products are the consequence. The applications and the related data and by-products 
are listed in Table D.1.  

The literature analysis shows that within only four years, the PS technique has 
evolved rapidly. For instance, 

• the motion monitoring accuracy was improved from cm/ year to mm/ year 

• the PS density was increased and  

• the ability to track not only linear but also non-linear motion patterns was 
found. 

Some restrictions in applications (e.g. tidal load) can result from the sun-synchronous 
orbit which means that the same area on ground is observed always at the same local 
time. Existing ERS data since 1991 enable a monitoring in the past even with high 
spatial resolution. Subsidence effects unknown so far can be detected, explained and 
their cause can be determined. The unique ERS data base gains an outstanding value 
from this application. Furthermore, the continuous monitoring of urban areas is 
guaranteed by the Envisat. The theoretical basis on the combination of the 
measurements of ERS and Envisat is explained by Gatelli et al. (1994) and Guaneri 
and Prati (2000). 

Despite the enormous increase in accuracy only few groups in the world use the PS-
technique because of the large data amounts necessary and the difficult processing. A 
new pre-processed PS-product might further stimulate applications and operational 
use. Therefore, the identification of permanent scatterer candidates (PSC) and the 
extraction of its interferometric data is an application itself and may result in a new 
interferometric basis data product. All reported applications are based on such a data 
set which currently can only be obtained with huge effort and costs as mentioned 
before. The data set should consist of: 

• the complex values (composed of the calibrated intensity and the 
interferometric phase) for each PSC in the stack of scenes, 

• the information about the acquisition time for each used scene, 
• the information about observation geometry (baseline and look angle) for 

each PSC, 
• the position of each PSC in slant range coordinates and 
• a multi-image reflectivity map for the visualization. 
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Table D.1: 
Collection of physical parameters, applications and possible data products 

physical parameter application data product 

linear displacement - urban subsidence 
  monitoring 

- landslides monitoring 

- mining monitoring 

- subsidence map 

- time of collapse of single buildings 

- evolution of displacement over time 
  (interpolation and prediction) 

- infilled or extracted volume 

nonlinear displacement - urban subsidence  
  monitoring 

- volcano monitoring 

- earth quake warning 

- landslides monitoring 

- mining monitoring 

- temperature tracking 

- piezoelectric water level
  monitoring 

- subsidence map 

- periodicity of effects (e.g. watering) 

- local temperature 

- material of single metallic buildings 

- evolution of displacement over time 

- time of building collapse 

- warning about building collapse 

DEM  - improved city DEM 

APS  - (see section A) 

temporal change  - ensemble coherence ( hγ ) 

- dispersion index AD  

phase stability and 

electromagnetic width 
of PS 

 - phase dispersion ( kΓ ) 

- electromagnetic width of PS ( ∆ ) 

calibrated intensity - road network extraction 

- perennial structures 
  extraction 

- classification 

- stack of calibrated intensities 

- multi-image 0σ  map 

reflectivity - road network extraction - super resolution scene 

 

The proposed data product reduces considerable the amount of data to deliver (some 
Mb instead of 40-80 SLC scenes). Due to the reduced costs and the simplified 
processing (co-registration of the scenes stack and its calibration is not needed any 
more), the number of users would increase and new applications will probably be 
found. Ferretti et al. (2001) present a complete procedure for the identification of PS. 
They show how to detect stable point scatterer candidates (PSC) without loss of 
resolution by utilizing a time analysis of the scenes’ amplitude. The selection of the 
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PSC is based on the dispersion index AD . It is described in section D.4. With the data 
set presented above the following geophysical parameter can be monitored: 

1. millimetric terrain motion detection (linear, non-linear and periodical effects)  
• urban subsidence 
• seismic faults 
• sliding areas 
• volcanoes (lava compaction) 
• earthquake co-seismic dislocations and strain accumulation 
• piezoelectric water level (Fruneau et al., 1999) and (Mouélic et al., 2002) 
• thermal dilation of metal enabling the determination of material or of the 

temperature 

2. sub meter DEM accuracy improvement 

3. atmospheric phase screen monitoring: With repeat pass interferometry the 
radiation travel path can be affected differently by the atmosphere. The 
sources of the changes are differences in atmospheric humidity distribution 
and concentration, temperature and pressure between the two acquisitions 
(Ferretti et al., 2000c). Further separation of the different effects can result 
from the combination of the data with the one obtained from other remote 
sensing sensors. Fruneau et al. (1999) mentions weather fronts and convective 
cells. This topic is described in detail in section A. 

4. PS dimension, i.e. the electromagnetic width of the PS from the phase 
dispersion kΓ  of each interferometric scene 

5. ensemble phase coherence for each PS: hγ  

 

 

D.9 EXAMPLES  

This sections shows some examples of results in the framework of permanent 
scatterers using software developed at the Remote Sensing Technology Institute of 
DLR. 
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Figure D.1: Example of a relative linear velocity estimation, the subsidence 
corresponds to an underground station and amounts to about 2.5 mm/ year 

 

 

 
Figure D.2: Differential interferometric data stack of Berlin 
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Figure D.3: Calibrated 0σ image with 5 geometric looks resulting in 20 x 20 m 
resolution on ground and a 2 dB radiometric resolution 

 
 
 
 
 

 
Figure D.4: Calibrated 0σ image with 320 (theoretical) looks still with 20 x 20 m 
resolution on ground and up to 0.3 dB radiometric resolution 

 

-10 dB +10 dB

-10 dB +10 dB
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Figure D.5: Super resolution example, left column one look SLC image with a 
measured range 3dB width of 1.2 samples for this point target. But in the right 

 column the range 3 dB width is improved to 0.88 samples 

D.10 REFERENCES 

Askne, J. I. H., P. B. G. Dammert, L. M. H. Ulander and G. Smith. 1997. C-Band 
Repeat-Pass Interferometric SAR Observations of Forest. IEEE Trans. Geosc. 
Rem. Sens., Vol. 35, No. 1, 25-35. 

Bamler and Schättler. 1993. SAR Data Acquisition and Image Formation. SAR 
Geocoding: Data and Systems (Ed. G. Schreier), Wichmann, 1993, 81-82. 

Bickel D. L., W. H. Hensley and D. A. Yockey. 1997. The Effect of Scattering from 
Buildings on Interferometric SAR Measurements. Proc. IGARSS 1997, CDROM 

Bovenga F., A. Refice and R. Nutricato. 2002. Automated Calibration of Multi-
temporal ERS SAR Data. Proc. IGARSS 2002, Toronto, Canada, 24-28 June 2002, 
CDROM. 

Colesanti C., A Ferretti, C Prati, and F Rocca. 2000. Monitoring Known Seismic 
Faults Using the Permanent Scatterers (PS) Technique. Proc. IGARSS 2000, 
Honolulu, Hawaii, 24-28 July 2000, CDROM. 



ESA CONTRACT NO 
16366/02/NL/MM 

SAR INTERFEROMETRY FOR  
BIO- AND GEO-PHYSICAL RETRIEVALS 

PAGE D-21  

 

 

FINAL REPORT MANMADE OBJECTS 20 FEBRUARY  2004

 

Colesanti C., A Ferretti, C Prati, and F Rocca. 2002a. Full Exploitation of the ERS 
Archive: Multi Data Set Permanent Scatterers Analysis. Proc. IGARSS 2002, 
Toronto, Canada, 24-28 June 2002, CDROM. 

Colesanti C., R. Locatelli and F. Novali. 2002b. Ground Deformation Monitoring 
Exploiting SAR Permanent Scatterers. Proc. IGARSS 2002, Canada, 24-28 June, 
Toronto, CDROM. 

Coltuc D., R, Radescu, 2002. On the Homomorphic Filtering by Channel's 
Summation. Proc. of IGARSS 2002, Toronto, Canada, 24-28 June 2002, CDROM. 

Datcu M. and M. Quartulli. 2002. Structural Modelling for Scene Understanding from 
Meter Resolution SAR – Part I – On the Quality of Model Based SAR 
Despeckling and Information Extraction. Submitted IEEE Trans. Geosc. Rem. 
Sens. 

Dehls J. F., M. Basilico and C. Colesanti. 2002. Ground Deformation Monitoring in 
the Ranafjord Area of Norway by Means of the Permanent Scatterer Technique. 
Proc. IGARSS 2002, Toronto, Canada, 24-28 June 2002, CDROM. 

Ferretti, A, C. Prati and F. Rocca. 1999a. Permanent Scatterers in SAR 
Interferometry. Proc. IGARSS 1999, Hamburg, Germany, 28 June-2 July 1999, 
1528-1530. 

Ferretti, A; C. Prati and F. Rocca. 1999b. Non-Uniform Motion Monitoring Using the 
Permanent Scatterers Technique. Proc. FRINGE99, Liège, Belgium, 
http://earth.esa.int/pub/ESA_DOC/fringe1999. 

Ferretti, A, C. Prati and F. Rocca. 2000a. Analysis of Permanent Scatterers in SAR 
Interferometry. Proc. IGARSS 2000, 24-28 July 2000, Honolulu, Hawaii, 
CDROM. 

Ferretti A., F. Ferrucci, C. Prati, F. Rocca, 2000b. SAR Analysis of Building Collapse 
by Means of the Permanent Scatterers Technique. Proc. IGARSS 2000, Honolulu, 
Hawaii, 24-28 July 2000, CDROM. 

Ferretti, A., C. Prati, and F. Rocca. 2000c. Measuring Subsidence with SAR 
Interferometry: Applications of the Permanent Scatterers Techniques. Proc. Sixth 
International Symposium on Land Subsidence, Vol. 2, Ravenna, 24-29 September 
2000, 67-79. 

Ferretti, A., C. Prati, and F. Rocca. 2000d. Nonlinear Subsidence Rate Estimation 
Using Permanent Scatterers in Differential SAR Interferometry. IEEE Trans. 
Geosc. Rem. Sens., Vol. 38, No. 5, September 2000, 2202-2212. 

Ferretti, A., C. Prati, and F. Rocca. 2001. Permanent Scatteres in SAR Interferometry. 
IEEE Trans. Geosc. Rem. Sens., Vol. 39, No. 1, January 2001, 8-20. 

Fruneau B., J. P. Rudant, D. Obert and D, Raymond. 1999. Small Displacements 
Detected by SAR Interferometry on the City of Paris (France). Proc. FRINGE99, 
Liège, Belgium, 10-12 Nov 1999,  
http://earth.esa.int/pub/ESA_DOC/fringe1999 

Gatelli, F., A. M. Guarnieri, F. Parizzi, P. Pasquali, C. Prati, and F. Rocca. 1994. The 
Wavenumber Shift in SAR Interferometry. IEEE Trans. Geosc. Rem. Sens., Vol. 
32, 855-865. 



PAGE D-22 SAR INTERFEROMETRY FOR  
BIO- AND GEO-PHYSICAL RETRIEVALS 

ESA CONTRACT NO
16366/02/NL/MM 

 

 

20 FEBRUARY 2004 MANMADE OBJECTS FINAL REPORT 

 

Guarnieri A. M. and C. Prati. 2000. ERS-ENVISAT combination for interferometry 
and super-resolution. Proc. ERS-Envisat symposium 2000, 16-20 October, 
Gothenburg, Sweden. 

Hanssen R. F. 2001. Radar interferometry: Data Interpretation and Error Analysis. 
Kluwer Academic Press, Dordrecht, 308p. 

Henderson F. M. and Z. G. Xia. 1997. SAR Applications in Human Settlement 
Detection, Population Estimation and Urban Land Use Pattern Analysis: A Status 
Report. IEEE Trans. Geosc. Rem. Sens., Vol. 35, No 1, 79-85. 

Inglada J. and F. Adragna, 2002. Blind Source Separation Applied to Multitemporal 
Series of Differential SAR Interferograms. Proc. IGARSS 2002, 24-28 June, 
Toronto, Canada, CDROM. 

Laur H., P. Bally, P. Meadows, J. Sanchez, B. Schättler, E. Lopinto and D. Esteban. 
2002. Derivation of the Backscattering Coefficient 0σ  in ERS SAR PRI Products. 
Document No. ES-TN-RS-PM-HL09, September 2002,http://earth.esa.int/ESC2 

Le Mouélic S., D. Raucoules, C. Carnec, C. King and F. Adragna. 2002. Ground 
Uplift in the City of Paris (France) Revealed by Satellite Radar Interferometry, 
Proc. IGARSS 2002, Canada, 24-28 June, Toronto, CDROM. 

Mora O., J. J. Mallorqui, J. Duro and A. Broquetas. 2001. Long-term Subsidence 
Monitoring of Urban Areas Using Differential Interferometric SAR Techniques. 
Proc. IGARSS 2001, 9-13 July, Sydney, Australia, CDROM. 

Nutricato R., F. Bovenga, and A. Refice. 2002. Optimum Interpolation and 
Resampling for PSC Identification. Proc. IGARSS 2002, Toronto, Canada, 24-28 
June 2002, CDROM. 

Prati, C. and F. Rocca. 1993. Improving Slant-Range Resolution with Multiple SAR 
Surveys. IEEE Transactions on Aerospace and Electronic Systems, Volume: 29 
Issue: 1, Jan. 1993, 135 –144. 

Quartulli M. and M. Datcu. 2002a. Information Fusion for Scene Understanding from 
Interferometric SAR Data in Urban Environments. Submitted IEEE Trans. Geosc. 
Rem. Sens. 

Quartulli M. and M. Datcu. 2002b. Structural Modelling for Scene Understanding 
from meter resolution SAR – Part II – Stochastic Geometric Modelling for Urban 
Scene Understanding from Single SAR intensity Images with Meter Resolution. 
Submitted IEEE Trans. Geosc. Rem. Sens. 

Refice A., F. Bovenga, S. Stramaglia and D. Conte. 2002a. Use of Scaling 
Information for Stochastic Atmospheric Absolute Phase Screen Retrieval. Proc. 
IGARSS 2002, Toronto, Canada, 24-28 June 2002, CDROM. 

Refice A., F. Bovenga, L. Guerriero and J. Wasowski. 2002b. DInSAR Applications 
to Landslide Studies. Proc. IGARSS 2002, Canada, 24-28 June, Toronto, 
CDROM. 

Tupin F., B. Houshmand and M. Datcu. 2002. Road Detection in Dense Urban Areas 
Using SAR Imaginary and the Usefulness of Multiple Views. Accepted by IEEE 
Trans. Geosc. Rem. Sens. 



ESA CONTRACT NO 
16366/02/NL/MM 

SAR INTERFEROMETRY FOR  
BIO- AND GEO-PHYSICAL RETRIEVALS 

PAGE D-23  

 

 

FINAL REPORT MANMADE OBJECTS 20 FEBRUARY  2004

 

Usai, S. 1997. The Use of Man-made Features for Long Time Scale InSAR. Proc. 
IGARSS 1997, Singapore, 3-8 August 1997, 1542-1544. 

Usai S. and R. Klees. 1999. SAR Interferometry on Very Long Time Scale: A Study 
of the Interferometric Characteristics of Man-Made Features. IEEE Trans. Geosc. 
Rem. Sens., Vol. 37, No. 4, 2118-2123. 

Usai S. and R. Klees. 2000. An Analysis of the Interferometric Characteristics of 
Anthropogenic Features. IEEE Trans. Geosc. Rem. Sens., Vol. 38, No 3, 1491-
1497. 

Wegmüller U. and C. L.Werner. 1995. SAR Interferometric Signatures of Forest. 
IEEE Trans. Geosc. Rem. Sens., Vol. 33, No. 5, pp. 1153-1161. 

Xia Z. G. and F. M. Henderson. 1997. Understanding the Relationships between 
Radar Response Patterns and the Bio- and Geophysical Parameters of Urban 
Areas. IEEE Trans. Geosc. Rem. Sens., Vol. 35, No 1, 93-101. 



 

 

 

 



 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
Innsbruck, AUSTRIA 

Email: office@enveo.at 
WWW: http://www.enveo.at 

 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /Description <<
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000500044004600200064006f007400e900730020006400270075006e00650020007200e90073006f006c007500740069006f006e002000e9006c0065007600e9006500200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200061006d00e9006c0069006f007200e90065002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /ENU (Use these settings to create PDF documents with higher image resolution for improved printing quality. The PDF documents can be opened with Acrobat and Reader 5.0 and later.)
    /JPN <FEFF3053306e8a2d5b9a306f30019ad889e350cf5ea6753b50cf3092542b308000200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e0020006d00690074002000650069006e006500720020006800f60068006500720065006e002000420069006c0064006100750066006c00f600730075006e0067002c00200075006d002000650069006e0065002000760065007200620065007300730065007200740065002000420069006c0064007100750061006c0069007400e400740020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d00610020007200650073006f006c007500e700e3006f00200064006500200069006d006100670065006d0020007300750070006500720069006f0072002000700061007200610020006f006200740065007200200075006d00610020007100750061006c0069006400610064006500200064006500200069006d0070007200650073007300e3006f0020006d0065006c0068006f0072002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e0030002000650020007300750070006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f8006a006500720065002000620069006c006c00650064006f0070006c00f80073006e0069006e006700200066006f00720020006100740020006600e50020006200650064007200650020007500640073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e0020006d00650074002000650065006e00200068006f0067006500720065002000610066006200650065006c00640069006e00670073007200650073006f006c007500740069006500200076006f006f0072002000650065006e0020006200650074006500720065002000610066006400720075006b006b00770061006c00690074006500690074002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006e0020006d00610079006f00720020007200650073006f006c00750063006900f3006e00200064006500200069006d006100670065006e00200070006100720061002000610075006d0065006e0074006100720020006c0061002000630061006c006900640061006400200061006c00200069006d007000720069006d00690072002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f0069006400610061006e0020006c0075006f006400610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e002000740075006c006f0073007400750073006c00610061007400750020006f006e0020006b006f0072006b006500610020006a00610020006b007500760061006e0020007400610072006b006b007500750073002000730075007500720069002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a00610020004100630072006f006200610074002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000500044004600200063006f006e00200075006e00610020007200690073006f006c0075007a0069006f006e00650020006d0061006700670069006f00720065002000700065007200200075006e00610020007100750061006c0069007400e00020006400690020007300740061006d007000610020006d00690067006c0069006f00720065002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f80079006500720065002000620069006c00640065006f00700070006c00f80073006e0069006e006700200066006f00720020006200650064007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e00740020006d006500640020006800f6006700720065002000620069006c0064007500700070006c00f60073006e0069006e00670020006f006300680020006400e40072006d006500640020006600e50020006200e400740074007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice




